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Executive Summary 
The Texas Water Development Board (TWDB) Groundwater Availability Model (GAM) 
program intent is that numerical models are to be used as living tools that would be 
updated as data and modeling technology improved.  Groundwater is a vital resource in the 
norther portions of the Queen City Sand, Sparta Sand, and Carrizo-Wilcox Aquifer System 
(QCSCW) and groundwater pumping is expected to increase in response to increased 
municipal demands.  The primary objective of the project is to update the existing GAM for 
the northern QCSCW to simulate impacts of groundwater pumping on groundwater 
resources in northeast Texas.   

Challenges to the modeling effort included a large domain (greater than 38,000 square 
miles); complex geology (deep, multi-layered system with outcrops and pinch-outs); fine 
resolution to effectively handle groundwater-surface water interaction; inconsistent 
pumping data; water level elevations with quality control issues; and a 33-year model time-
frame (1980 to 2013); all contributing to a considerable computational effort and 
uncertainty.   

Modeling challenges were addressed by selecting a robust and flexible software to best 
alleviate the computational burdens and still provide results at the scale of the modeling 
objectives.  The MODFLOW 6 groundwater flow model was used for the simulations with 
the Groundwater Vistas graphic user interface (GUI).  The numerical model was built in 
accordance with the conceptual model and consisted of 9 model layers to represent the 9 
hydrostratigraphic units of interest, consisting of the Quaternary Alluvium, Sparta Sand, 
Weches Formation, Queen City Sand, Reklaw Formation, Carrizo Sand, and Wilcox Aquifer 
(Upper, Middle, and Lower).  These layers have structural features such as pinch-outs and 
vertical displacements which were successfully represented using MODFLOW 6. 

A model grid measuring 193 miles by 201 miles with a base cell size of one square mile 
(5,280 feet on a side) was used to discretize the domain.  Quadpatch refinement was then 
applied to reduce the cell size to a level of 4 resulting in square grids size of 660 feet. This 
refinement was done in the Quaternary Alluvium hydrostratigraphic unit and provided a 
higher resolution for modeling surface water to groundwater interaction.  The grid 
coarsens for deeper layers, with a coarsening of one level for every active layer found 
beneath the alluvium cells. 

Model boundary conditions were constructed in model layer 2 (Sparta Sand) to represent 
the Younger Units hydrostratigraphic unit which was not explicitly modeled and in deeper 
layers to represent a southern boundary for flow within the lower aquifers (Queen City 
Sand, Carrizo Sand, and Wilcox Aquifers).  Aquifer and hydrogeologic properties such as 
hydraulic conductivity, aquifer storage, rivers, recharge, and evapotranspiration were 
simulated using various MODFLOW 6 packages.  Specifically, hydraulic conductivity of each 
unit was parameterized using correlation with available sand fraction estimates.   

Simulation of groundwater extraction was initially attempted as individual analytic 
element wells using conceptual model data.  However, due to domain-wide data 
discrepancies, the conceptual extraction data was replaced with pumping from previous 
modeling (Intera, 2004) and extrapolated through 2013.     



Texas Water Development Board Contract Number #1548301854 

2 

The model simulation consisted of a steady-state period representing 1980 conditions 
followed by transient conditions from 1981 through 2013 using annual stress periods for 
recharge and pumping.  The steady-state 1980 period was simulated using average aquifer 
conditions.  

The model calibration was guided by available data.  Quantitative and qualitative metrics 
were implemented in evaluating representativeness of the model.  Observed water levels in 
wells and groundwater to surface water flow estimates were used to constrain the model.  
Calibration statistics show the model was well calibrated for the spatial and temporal 
scales of investigation.  Mass balance errors were negligible, and water fluxes at the various 
boundaries into and out of the domain were reasonable and consistent with the conceptual 
model.  Qualitative comparison of estimated conceptual groundwater elevation contours to 
simulated contours confirm that the calibration matched observed conditions across the 
model domain.  

Sensitivity analyses were conducted on the calibrated model to evaluate impact of 
parameter uncertainties and variations in boundary fluxes.  Parameters evaluated 
quantitatively were hydraulic conductivity, recharge, evapotranspiration, and groundwater 
pumping.  Medium to high changes in calibration statistics were noted for changes in the 
recharge and pumping values and noted for hydraulic conductivity within the Queen City 
Sand, the Middle Wilcox, and Lower Wilcox.  Parameters evaluated qualitatively consisted 
of no pumping, constant recharge, and increased storage.  Increased storage results 
showed that storage is not significant to the model calibration.  Simulation of no-pumping 
and constant recharge both affected the model results, causing a decrease in water level 
elevation fluctuations across the model domain.  A better estimation of pumping changes 
through time would have provided better transient calibration to water level changes.  As 
data collection continues and the conceptual model is improved, the uncertainties 
associated with the model can be reduced. 

A predictive model was developed for the period 2014 through 2080.  Predictive 
simulations were conducted to evaluate the impact of baseline pumping and average 
recharge.  Baseline pumping choices were limited to total pumping from the calibrated 
model for years 2010, 2011, 2012, and 2013.  Average recharge was evaluated as 80%, 
90%, 110% and 120% of the calibrated model steady-state period (1980).  The predictive 
simulations found that the groundwater model does not show unreasonable continual 
increases in water level elevations as the previous Groundwater Availability Model had 
done.   

Since pumping and recharge values were held constant across the model for all counties, 
local variabilities in pumping were not accounted for, nor variability in other model 
parameters which were held constant through 2080.  Predictive modeling from 2014 to 
2080 using these various conditions showed that drawdown at Groundwater Management 
Area 11 counties may be significantly affected by the chosen baseline pumping or average 
recharge.  However, these predictive county-model layer drawdown charts may still be 
useful in guiding the Joint Planning Process and development of desired future conditions. 
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1.0 Introduction and Purpose of the Model 
The Texas Water Development Board (TWDB) Groundwater Availability Model (GAM) 
program intent is that numerical models are to be used as living tools that would be 
updated as data and modeling technology improved.  Given this directive, the primary 
objective of the project is to update the existing GAM for the norther portions of the Queen 
City Sand, Sparta Sand, and Carrizo-Wilcox Aquifer System (QCSCW) to simulate impacts of 
groundwater pumping on groundwater resources in northeast Texas.  This model, referred 
to as the Northern QCSCW GAM, will update the existing GAM for the northern Carrizo-
Wilcox Aquifer (Fryar and others, 2003) and the existing GAMs for the Queen City and 
Sparta Sand Aquifers (Kelley and others, 2004).  The Northern QCSCW model is based on 
the conceptual hydrogeologic model, which is summarized in the Draft Conceptual Model 
Report (Montgomery and Associates, 2018). The study area, as shown on Figure 1.2-1.   

The Northern QCSCW GAM will be used to assess future regional impacts from current 
pumping and projected future pumping.  Model results will be used to evaluate long-term 
groundwater pumping impacts on surface water and groundwater.  In addition, the model 
may be used to assist groundwater conservation districts in groundwater Management 
Area 11 with groundwater planning and management.  

2.0 Model Overview and Packages 
A conceptual model of the hydrogeologic system of the area of interest in Northern QCSCW 
aquifers was developed by Montgomery and Associates (2018). The conceptual model 
along with the existing GAM for the northern Carrizo-Wilcox Aquifer (Fryar and others, 
2003) and the existing GAMs for the Queen City and Sparta Sand Aquifers (Kelley and 
others, 2004) were the basis of the numerical model described in this report.  The 
groundwater system comprises Quaternary Alluvium and eight southward-dipping 
aquifers including (from top to bottom), Sparta Sand, Weches Formation, Queen City Sand, 
Reklaw Formation, Carrizo Sand, Upper Wilcox, Middle Wilcox, and Lower Wilcox.  The 
numerical model honors this conceptual model layering including pinch-outs and outcrop 
of the geologic units.  Figure 2.1-1 shows the aquifer outcrops simulated in the 
groundwater model.  The Queen City and Sparta Sand Aquifers are classified as minor 
aquifers in Texas and extend from the Frio River region in south Texas to east Texas with 
the Sparta Sand Aquifer extending into Louisiana and Arkansas.  The Carrizo-Wilcox 
Aquifer is classified as a major aquifer in Texas and extends from the Rio Grande region in 
south Texas to northeast Texas and into Louisiana and Arkansas. The Sparta Sands are 
overlain by Younger Units which are not actively simulated in the numerical model.   

The numerical groundwater-flow model was constructed to simulate the conceptualized 
groundwater-flow system for steady-state 1980 conditions and transient conditions using 
annual stress periods from 1981 through 2013.  This time period was selected principally 
based on pumping and groundwater level data availability.  The three-dimensional 
modular groundwater-flow model code MODFLOW 6 (Langevin and others, 2017) was 
used for the simulations with the Groundwater Vistas, Version 7 (Rumbaugh and 
Rumbaugh, 2017), Graphic User Interface (GUI).  
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Construction of the numerical model required several tasks.  The first task was to assess 
the conceptual model including the hydrogeologic framework, hydrostratigraphy, and 
assignment of boundaries such as rivers, recharge, evapotranspiration, and groundwater 
pumping.  Flows in and out of the model domain were discussed in the conceptual model 
sections related to pumping, exchange with the Younger Units, recharge, rivers, and 
evapotranspiration.  These flows have been translated into the model boundary conditions 
using the boundary condition packages of MODFLOW 6.  Boundary condition packages 
essentially allow water to flow into or out of the model domain (i.e., interaction of the 
model with the “outside world”).  The processes that govern this flow determine which 
package may be used to numerically implement the conceptualized interactions.  This 
understanding provided the guidelines for discretization of the domain and for selection of 
relevant packages within MODFLOW 6 to appropriately simulate the required process at 
the necessary spatial and temporal scales.   

Spatial resolution requirements were established and the hydrostratigraphic conceptual 
model (Montgomery and Associates, 2018) that was developed in Leapfrog® Geo 
(developed by Seequent) was imported into Groundwater Vistas.  Other base-maps were 
also imported into Groundwater Vistas to identify county boundaries, rivers, and other 
features that generally orient the model.  A grid was subsequently developed for the 
groundwater model domain; preliminary model parameter estimates were generated; and 
boundary conditions (rivers, wells, recharge, evapotranspiration, and general head 
boundaries) were developed for steady-state 1980 conditions as well as for transient 
conditions from 1981 through 2013 using annual stress periods.  Calibration targets were 
then developed for water levels for the steady-state and transient stress periods and 
imported into Groundwater Vistas.  The model was run in steady-state and transient modes 
to debug the datasets, establish convergence, and tune solver parameters for optimal 
simulation performance before moving on to the model calibration phase.  

2.1 MODFLOW6 Overview and Packages  
MODFLOW 6 is the newest version of the MODFLOW code, released in 2017 by the United 
States Geological Survey.  The code is appropriate for this work as it can meet all the 
simulation requirements and challenges for this project.  Elements of the code and 
packages pertinent to the Northern QCSCW model flow simulations are discussed here.  

The MODFLOW 6 groundwater model (Langevin and others, 2017) contains most of the 
functionality of previous MODFLOW codes, including MODFLOW-2005 (Harbaugh, 2005), 
MODFLOW-NWT (Niswonger and others, 2011), MODFLOW-USG (Panday and others, 
2013), and MODFLOW-LGR (Mehl and Hill, 2006).  MODFLOW 6 solves for three-
dimensional flow of water in the subsurface using the control-volume finite-difference 
(CVFD) approach.  The CVFD numerical method “discretizes” the modeled domain into 
model cells that may have different sizes and shapes.  Each model cell represents a part of 
the domain that is encompassed by that model cell and model inputs and outputs are 
generated for this discretized system.  The CVFD methodology allows for flexible gridding 
of the subsurface domain including: ability to refine the computational grid locally using 
nested grids to provide spatial resolution where required and accurately represent pinch-
outs, faults, displacements and outcrops of geological layers.  
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As with the other MODFLOW codes, MODFLOW 6 consists of groups of “modules” or 
“packages” that perform various functions related to groundwater flow simulations.  These 
packages compartmentalize the model into its various functional elements and includes 
packages to define the model domain and its discretization, parameterize the aquifer and 
flow processes, and implement various pumping and boundary conditions to the modeled 
system.  Table 2.1-1 shows the various packages of MODFLOW 6 that were used for the 
Northern QCSCW model.  Model input files were then developed for each of the packages to 
represent the conceptual model of the system.  

MODFLOW 6 is structured slightly differently from MODFLOW, in that the solution is 
separated from the model.  With the MODFLOW code, the entire domain is represented by 
one model, but in MODFLOW 6 it is possible to have multiple models (of different domains 
or different types) use the same solution.  Therefore, in addition to the model related files 
shown on Table 2.1-1, MODFLOW 6 also includes files for the solution that contains the 
models (only one model in this case).  

MODFLOW 6 simulation output is contained in several files.  The main output listing is 
written in a run list file (LST) which also includes the mass balance information.  Water 
level output is provided in the heads file with the extension HDS.  Modeled flows, storage 
flux, and boundary flux are output to the cell-by-cell flow file with extension CBB.  Table 
2.1-2 shows the relevant output files generated by MODFLOW 6.  A description of how the 
Northern QCSCW groundwater flow model was developed using these packages is provided 
in the subsections that follow.  

2.2 NAME File 
A MODFLOW 6 simulation includes two NAME files, one for the solution and another for the 
groundwater flow model.  

The solution NAME file includes solution-related information such as solution options, 
time-stepping file name, NAME files for the various models (only one in this case), file 
names for the exchanges between models (none in this case), and file name for the solver. 
The CONTINUE option was used in the solution which would allow for continuation of 
failed iterations; however, final model results were all converged to the prescribed 
tolerance limit. 

The model NAME file of the MODFLOW 6 model contains the model options and the 
abbreviations of all packages used in developing the model along with a file name for the 
input (or output) files that are used in the model. The Newton Raphson option was selected 
for linearizing the model flow equations.  

2.3 Initial Conditions (IC) Package  
The IC Package of MODFLOW 6 specifies initial water levels at all groundwater model cells 
in the domain.  Since the first stress period of the model is a steady-state condition, the 
starting head values do not affect the result but are required to begin the iterative process. 
However, because the numerical burden is reduced by starting from values close to the 
result, the starting heads were taken from the closest simulation results of a previous 
simulation of the calibration process. The binary output result file of a simulation was thus 
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renamed as “start.hds” such that the first stress period values (the steady-state result of the 
previous calibration simulation) were used as the starting condition for the current 
simulation.   

2.4 Discretization (DIS) Package  
A MODFLOW 6 simulation includes two discretization packages, one for time discretization 
of the solution and the other for defining the discretization of the unstructured grid for the 
model.  

The DIS Package of MODFLOW 6 was used and defines the model discretization 
information for the 3-dimensional groundwater cells.  

2.4.1 Stress Period Setup (TDIS) 

The QCSCW model was discretized into 34 stress periods. The first stress-period was 
simulated as steady-state representing 1980 conditions. The remaining stress periods are 
yearly and represented transient conditions from 1981 through 2013.  This temporal 
discretization using annual stress periods was considered sufficient for the regional 
planning objectives of the modeling effort.  Table 2.4-1 shows the stress period details.  

2.4.2 Model Domain Discretization (DIS) 

The QCSCW model domain and stratigraphy were established during conceptual model 
development. The model domain northern and north-western boundary represents the 
northern portion of the Carrizo-Wilcox Aquifer; the model domain southern boundary 
extends beyond the Carrizo-Wilcox Aquifer as shown on Figure 2.1-1 (Figure 4.1.3 of the 
Conceptual Model Report).  The model domain includes the north-eastern portions of the 
Sparta Sand and Queen City Sand Aquifers (Figure 2.1-1) (Figure 4.1.3 of the Conceptual 
Model Report).  The Major and Minor aquifers are described in detail in in the Conceptual 
Model Report (Montgomery and Associates, 2018) (Figures 2.0.2 and 2.0.3 of the 
Conceptual Model Report).  Nine geologic units in the model domain were discretized into 
9 numerical layers (Figure 2.4-1).  The hydrostratigraphic unit Younger Units was excluded 
from the model domain and is discussed further in the general head boundary section 
(Section 2.8).  Figures 2.4-2 through 2.4-20 (Figures 4.1.5 through 4.1.22 of the Conceptual 
Model Report) show the stratigraphic elevations and thicknesses of the geologic units 
simulated by the model.  

The structural features described in the Conceptual Model Report, which include the East 
Texas Embayment, Houston Embayment, Sabine Uplift, and Sabine Arch, are shown on 
Figure 2.4-21 (Figure 2.2.2 of the Conceptual Model Report).  These structural features 
dictate the outcrop pattern of the geologic units.  The Carrizo Sand and Wilcox 
hydrostratigraphic units outcrop along a belt along the northern extent of the model 
domain and also in the eastern portion of the model domain in the Sabine Uplift.  The 
Sparta Sand and Queen City Sand hydrostratigraphic units outcrop in the central portion of 
the model domain along the East Texas Embayment.  In the southern portion of the model 
domain, the surface geology and outcrop pattern are oriented southwest-northeast and the 
hydrostratigraphic units dip to the southeast.   
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The domain was discretized using a parent grid-block size of one square mile (5,280 feet 
length of each side) on a base grid containing 193 rows, 201 columns, and 9 layers.  An oct-
patch refinement procedure was implemented along the rivers to provide a finer spatial 
resolution along these features.  The oct-patch feature refines the grid in the horizontal and 
vertical direction.  Figures 2.4-22 through 2.4-30 show the discretization of the 
groundwater domain.  Model Layer 1, representing the Quaternary Alluvium 
hydrostratigraphic unit, has the greatest refinement level of 4 giving square grids of size 
660 feet for each side along the river.  The grid coarsens for deeper layers, with a 
coarsening of one level for every active layer found beneath the alluvium cells.   The model 
layers were eliminated where a geologic layer pinches out or where the underlying layer 
outcrops to the surface, as shown on Figures 2.4-22 through 2.4-30.  The model grid 
consists of 637,536 cells.  

MODFLOW 6 accommodates pinch-outs and Groundwater Vistas eliminates pinched-out 
model cells automatically, resulting in much more efficient and robust simulations.  
MODFLOW 6 also accommodates displaced model layers along faults and Groundwater 
Vistas creates the cross-layer connections between the hydrogeologic units. Figure 2.4-31 
shows cross-sections of the numerical model with a north-south cross-section A-A’ and 
northwest to southeast cross-section B-B’.  The cross-sections show the model layering 
honors the conceptual model including the salt dome feature shown in cross-section A-A’, 
and pinch outs as shown in both cross sections (Figure 2.4-31).    

2.5 Node Property Flow (NPF) Package  
The NPF Package and STO Package replace pervious MODFLOW packages that characterize 
the aquifer properties including the Layer Property Flow (LPF), Block-Centered Flow 
(BCF), and Upstream Weighting (UPW) packages.  The NPF Package was used to specify 
aquifer flow parameters (hydraulic properties) and define individual cells as confined or 
convertible for the groundwater domain.  Aquifer flow parameters required by the NPF 
Package include horizontal and vertical hydraulic conductivities.  The parameter values 
were established during calibration using the automated parameter estimation software, 
PEST; this process is discussed further in the Calibration Section (Section 3.0).  The 
approach towards parameterization is discussed here.  

Hydraulic conductivity values for the aquifers in the domain have previously been 
estimated at various locations as noted in the Conceptual Model Report; however, it is 
difficult to partition these values into the various geologic units that comprise each aquifer.  
Estimated distributions of sand fraction within each of the geologic units were therefore 
used to parameterize the hydraulic conductivity for each model layer throughout the 
domain.  Figures 2.5-1 through 2.5-5 show the sand fraction distributions for the Sparta 
Sand (model layer 2), Queen City Sand (model layer 4), Upper Wilcox (model layer 7), 
Middle Wilcox (model layer 8), and Lower Wilcox (model layer 9) units, respectively.  

Sand fraction information was not available for the transmissive units, the Quaternary 
Alluvium (model layer 1) and the Carrizo Sand (model layer 6); or for the aquitards, the 
Welches Formation (model layer 3) and the Reklaw Formation (model layer 5).  A uniform 
value was used to parameterize these units.  The sand fraction value of 0.70 was used for 
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the transmissive units; the sand fraction value of 0.10 was used for the aquitards. Sand 
fractions are summarized in Table 2.5-1. 

Hydraulic conductivity parameterization was conducted as follows.  A higher 
parameterization hydraulic conductivity value was associated with a sand fraction of unity, 
and a lower value was associated with a sand fraction of zero for each geologic layer (the 
assumption being that each geologic unit has its own type of soil or rock and that, within 
each unit, less sand implies higher clay or rock content with an associated lower effective 
hydraulic conductivity).  The horizontal hydraulic conductivity for any computational cell 
in the domain is computed as an average, weighted by the sand fraction value of the cell; 
this provides a linear relationship between the highest and lowest value within each 
geologic unit.  The relationship between sand fraction, parameterized hydraulic 
conductivity values, and model hydraulic conductivity can be written as: 

 

Where hK is the horizontal hydraulic conductivity of a cell; sf  is the sand fraction of a cell; 

sK  is the parameterization hydraulic conductivity value for sand for a geologic unit, and 

cK  is the parameterization hydraulic conductivity value for clay or rock for the geologic 
unit.  For vertical hydraulic conductivity, a weighted harmonic mean value was applied. 
Thus,  

 

Where vK  is the vertical hydraulic conductivity of a cell.  

To understand flow behavior for this parameterization, it is generally noted that the sand 
hydraulic conductivity would govern horizontal flow in the model since the arithmetic 
average tends towards the mid-point value for equal fractions of sand and clay.  The clay 
hydraulic conductivity would generally govern vertical flow in the model since the 
harmonic average tends to be biased towards the lower (clay) conductivity value for equal 
fractions of sand and clay.  

The sand fraction information is stored in the “Leakance” property within Groundwater 
Vistas. When the MODFLOW comment-line includes the phrase “Sand Fractions stored as 
Leakance”, Groundwater Vistas performs the computations for horizontal hydraulic 
conductivity, Kh, and vertical hydraulic conductivity, Kv, for each cell using the formulas 
above to create the NPF datasets.  Note that this computation is also done during PEST 
simulations for calibration.   

The specific storage and specific yield parameters were estimated as uniform within each 
geologic unit.  There is less data available for these parameters and therefore adding 
complexity was deemed unwarranted.  Instead, the influence of these parameters on the 
system and model solution was tested with a sensitivity analysis, discussed in Section 4.0.  
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Faults or flow barriers were not implemented in the calibrated model.  However, the Mount 
Enterprise Fault Zone shown on Figure 2.4-21 (Figure 2.2.2 of the Conceptual Model 
Report) contains displacements along the faults causing inter-unit connections.  
MODFLOW6 handles such connections allowing lateral flow from one geologic layer to 
multiple layers across a fault with displacement.  Groundwater Vistas generates these 
cross-layer connections at the Enterprise Fault location as an “OPTION” under the “vertical 
geometry” tab depending on layer elevations across the fault.  

2.6 Storage (STO) Package 
The STO Package is only used for transient conditions to provide compressible storage 
contributions. The STO package was used in the model to specify the aquifer storage 
parameters which include specific storage and specific yield.  Input for the STO package 
includes the specific storage and specific yield of each model cell. If the STO package is not 
included in the model NAME file, then a steady-state simulation is conducted. The mass 
balance output for the STO package provides information on the confined and unconfined 
components of the total storage. Thus,  

QSTO = QSS + QSy 

Where QSS is the volumetric flow rate from specific storage (L3/T) and QSy is the volumetric 
flow rate from specific yield (L3/T). 

2.7 WEL Package 
The WEL package was used in the model to simulate groundwater pumping wells.  During 
initial model development, raw pumping data from the Conceptual Model Report was input 
into Groundwater Vistas as analytical element wells.  Each well was screened within a 
single model layer as developed from available data in the Conceptual Model.  After 
analyzing the raw pumping data, additional data clean up and the following changes to the 
raw pumping data were applied.   

1. Wells placed in one of the two aquitards (model layers 3 and 5) were moved into the 
layer above; 

2. Pumping records for the years 1981, 1982, and 1983 were not available, thus values 
for these years were established by linearly interpolating between 1980 and 1984; 

3. Pumping outliers were removed for the dataset; and 

4. An apparent shift in the pumping rate that occurred after 1999 was smoothed out for 
data in counties that displayed this pattern. 

Simulations using the corrected data further identified further issues with the pumping or 
water level data.  Specifically, water levels were rising with increasing pumping and vice 
versa at several instances.  Mostly however, the pumping data did not show a general trend 
in pumping changes between 1980 and 2013, while water levels showed a general decline 
at several wells.  The water level datasets were considered to be more reliable because 
pumping numbers in the TWDB database were largely estimates supplied by the districts.  
In addition, it was identified that several counties changed the way they estimated 
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pumping volumes after 1999; these individual practices introduced large inconsistencies 
and uncertainties within the pumping dataset.  Therefore, it was further decided to 
calibrate the pumping variations via PEST on a county-by-county basis.  However, upon 
implementation, it was noticed that the sensitivity of water level changes to variations in 
pumping was very small and therefore the PEST optimization process failed.  Finally, the 
pumping data from the previous GAM (Intera, 2004) model was further examined against 
water levels and it was noted that cumulative increases in pumping within that dataset 
caused appropriate declines in observed water levels.  Therefore, this data was processed 
further for use in the current numerical model.  

Table 2.7-1 compares the total pumping per layer between the raw conceptual model data, 
the corrected conceptual model data, and the current model (based on previous GAM 
model pumping).  The pumping data presented in the previous GAM (Intera, 2004) consists 
of pumping wells in 54,729 model cells and in single model layers.  The previous model 
data represents pumping from 1980 through 2005.  In order to establish pumping rates for 
the time period from 2006 through 2013, the conceptual model pumping data was 
compared to the 2005 value with the assumption that domain wide changes in pumping 
from the 2005 value were appropriate in the conceptual model.  A list of multiplication 
factors was thus generated, which was applied to the 2005 pumping value of the previous 
GAM.  The list of pumping factors is summarized on Table 2.7-2.  Figure 2.7-1 compares the 
original county well data and the pumping data used in the current model.   

Since the previous model does not have a layer representing the alluvium, this model 
update contains no pumping in model layer 1 (Table 2.7-1).  As there is little pumping in 
the alluvium layer in the conceptual model, the loss of pumping in layer 1 is minor.  The 
majority of the pumping in the previous model is in the Carrizo Sand, and the Upper, 
Middle, and Lower Wilcox, which compares well to the original conceptual model pumping 
(Table 2.7-1) at least in terms of bulk cumulative values between 1980 and 2013.   

Each well is screened within a single model layer. Figures 2.7-2 through 2.7-7 show the 
total pumping volume of each well during the model time period for each layer.  There are 
no wells screened within the Weches Formation (model layer 3) or the Reklaw Formation 
(model layer 5), which are aquitards.  Groundwater is pumped from the Queen City Sand, 
Sparta Sand, and Carrizo-Wilcox aquifers for municipal, irrigation, industrial, domestic, and 
stock uses.  Figures 2.7-8a through 2.7-8e show the pumping sums for each county per 
stress period (per year) and hydrostratigraphic unit.  Pumping sums for counties that 
straddle the model boundary do not reflect total pumping from that county but only the 
pumping portion that overlaps the model.  In general, most pumping is from the Upper, 
Middle, and Lower Wilcox stratigraphic units.   

The WEL package of MODFLOW 6 was used to apply a sink within the cell for each pumping 
well.  The sink was applied on an annual stress period for 34 stress periods representing 
1980-2013 conditions.  The WEL Package includes an “AUTOFLOWREDUCE” option that 
ensures that pumping demand does not draw water levels below the bottom elevation of 
the cell. This option is turned on for the simulations and any associated simulated 
reduction in pumping is reported in a “well flow-reduction” file.  All wells were pumping 
their desired volumes during model calibration.  
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2.8 General Head Boundary (GHB) Package 
Flow into or out of the model domain from the southern model boundary was simulated 
using the general head boundary (GHB) package. The GHB package was also used to 
simulate the interaction of the model with the Younger Units which were not explicitly 
simulated.  Figure 2.8-1 shows the modeled GHB locations.  The GHB condition in model 
layer 2 conceptualizes exchange of water with the Younger Units.  The GHB condition in 
model layers 4 and 6 through 9 along the southern model boundary allow flow of water 
into the model domain in the respective aquifers. This accounts for the southern boundary 
not being a natural aquifer boundary.  The heads along the GHB boundaries were set 
according to interpolated head contours in the region and are not changed through time.  
Table 2.8-1 shows the GHB head and conductance values for each layer.  

2.9 RIV Package 
The RIV Package of MODFLOW 6 was used to model the rivers in the model area.  The RIV 
package simulates flow in or out of the aquifer to surface-water features such as canals, 
rivers and streams.  Thus, flow within the surface-water features is not simulated, but the 
groundwater interaction is taken into account.  Figures 2.9-1 through 2.9-5 show the 
annual stream flows at stream gages located on the major rivers in the model domain, 
which include the Trinity River, Neches River, Sabine River, Big Cypress Creek, and Sulphur 
River.  Rivers generally flow from north to south.  The flow difference between stream 
gages was calculated at select river segments with unmanaged flows.  A positive difference 
in season flow means the river is gaining along the reach, and a negative difference in 
seasonal flow means the river is losing along the reach.  The rivers simulated in the model 
are primarily gaining streams. 

Figure 2.9-6 shows the simulated river boundary condition within the model domain.  
River width, bed thickness and bed conductance were taken as 1 foot, 1 foot, and 25 feet 
per day (feet/day), respectively, and the river segment length intersecting each 
groundwater cell was calculated by Groundwater Vistas for computation of the 
conductance coefficient.  The river stage was estimated from the topography and the 
riverbed elevation was taken as a foot below the stage.  

It is noted that preliminary simulations attempted using the STR package of MODFLOW6.  
However, the simulations encountered long runtimes and occasional convergence 
difficulties.  Upon evaluation of the data with controlled releases from the reservoirs, it was 
determined that estimating baseflow numbers for the gaged reaches would be difficult and 
therefore the RIV package would satisfy the objectives considering the available data.  

2.10 RCH Package 
Estimation of recharge as a result of percolation of precipitation was discussed during 
conceptual model development.  Annual average recharge rates were estimated to be up to 
2.5 inches per year over the model area, as described in the Conceptual Model Report.  
Figure 2.10-1 (Figure 2.1.8 of the Conceptual Model Report) shows the model 1980 
recharge rates which represent annual average estimates of recharge within the domain 
and across the various aquifers that crop out at the surface.  Recharge spatial distribution 
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was noted to be generally similar between years, with locations of higher recharge having 
higher recharge throughout the simulation period.  Therefore, the 1980 recharge 
distribution shown on Figure 2.10-1 was used in the model and scaled using a factor to 
represent greater or lower precipitation of subsequent years.  The scaling factors are 
summarized on Table 2.10-1.  Groundwater Vistas allows import of these as “multiplication 
factors” applied to the 1980 recharge conditions and this produces the recharge values for 
years 1981 through 2013 in the model. The recharge values were implemented in 
MODFLOW 6 via the RCH package, with recharge applied to the topmost active cell as 
computed by Groundwater Vistas.   

2.11 EVT Package 
The EVT package of MODFLOW 6 was used to apply evapotranspiration to the model. The 
EVT Package applies a Potential Evapotranspiration (PET) flux (in units of length per time) 
to each associated model cell in the domain.  The actual evapotranspiration flux depends on 
a user-defined PET that is applied to each cell when the water table is at or above the 
“evapotranspiration surface” of that cell (taken equal to the land surface elevation).  The 
PET declines linearly to zero as the water table depth drops down to an “extinction depth”.  

Estimation of PET and the extinction depth are discussed in the conceptual model.  The 
distribution of maximum evapotranspiration rates in the model is shown on Figure 2.11-1.  
Evapotranspiration was applied to the topmost active cell as computed by Groundwater 
Vistas.   

2.12 OC Package 
The Output Control Package of MODFLOW 6 controls how water levels, fluxes and water 
budget information is saved during a simulation.  The Output Control file was set up to save 
these results at the end of each stress period.  Thus, output was provided for the steady-
state 1980 stress-period and at the end of each year of the 1980-2013 transient simulation 
period.  

2.13 IMS Package 
The Iterative Matrix Solver (IMS) package of MODFLOW 6 sets up the solution 
methodologies and linear solver selection for a simulation.  

Nonlinear iterations using the Newton-Raphson linearization scheme were controlled 
using residual reduction and under-relaxation.  The under-relaxation parameters that are a 
default for MODFLOW 6 (the default parameters in Groundwater Vistas interface reflect 
these parameter values) are not very sensitive and were not changed for the simulations.  
The residual reduction parameters are generally tightened when nonlinear convergence 
difficulties are encountered but are relaxed when convergence eases.  Specifically, the 
residual change tolerance term (BACKTRACKING_TOLERANCE) was varied between 
10,000 and 1.1 at various stages of simulation.  The final optimal value selected was 1.1.  

The BiCGSTAB scheme was selected to solve the asymmetric system of linear equations.  
Linear solver parameters that were significant to the simulation included the matrix 
ordering scheme (REORDERING_METHOD), the level of fill (PRECONDITIONER_LEVELS ), 
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and number of orthogonal directions (NUMBER_ORTHOGONALIZATIONS).  These 
parameters were varied depending on convergence behavior during calibration.  Final 
calibrated simulation values were: PRECONDITIONER_LEVELS = 3; the RCM Ordering 
scheme; and NUMBER_ORTHOGONALIZATIONS = 14. The “drop tolerance” scheme was 
used with a drop-tolerance factor (PRECONDITIONER_DROP_TOLERANCE) equal to 1.0x10-

3.  

Solver parameter tuning was done throughout model development and calibration.  This 
was done to make sure that the simulations progressed as quickly as possible at every 
stage of the project.  

3.0 Model Calibration and Results 
The model was constructed as discussed above in Section 2.  As discussed earlier, the 
horizontal and vertical hydraulic conductivities were parameterized in the model using 
sand fraction data for each of the simulated geologic layers and estimates of the hydraulic 
conductivity value for sand and for the remaining material (assumed clay) for each of the 
layers.  Thus, initial estimates were provided for the hydraulic conductivity value for sand 
and clay for each geologic unit, and preliminary simulations were conducted to ensure that 
the model was appropriately assembled and that the simulations perform successfully.  
Initial estimates were also provided for the recharge rates, specific storage and specific 
yield values, and for the general head boundary condition heads and conductivities.  Solver 
parameters were initially adjusted for robustness and efficiency and were tuned 
throughout the calibration process.    

During model calibration, the hydraulic conductivity values for sand and clay were 
adjusted within reasonable parameter value bounds to provide appropriate flow behavior 
in the model domain.  The recharge rate multipliers were adjusted within reasonable 
parameter values to provide appropriate fluctuations in water levels.  The specific storage 
and specific yield values of the units were adjusted within reasonable parameter value 
bounds to provide appropriate magnitude of fluctuations of water levels.  The conductance 
values for the general head boundary conditions in layers 2, 4, and 6 through 9 were 
adjusted within reasonable parameter values to provide appropriate fluxes into and out of 
the model domain.   

The model was calibrated using an interactive expert approach (manual calibration 
evaluations) in conjunction with automatic model calibration using the parameter 
estimation code PEST (Doherty, 2010).  Preliminary model results were first evaluated to 
note model behavior and sensitivity.  Consistency with the conceptual model was also 
evaluated and various adjustments were made to model aquifer parameters or conceptual 
elements until the model was considered calibrated.  

3.1 Calibration Procedures 
Groundwater level elevations were used to constrain the model to observed conditions 
during the simulation period.  Groundwater and surface-water interaction flux estimates 
were used to further evaluate the model calibration.  These fluxes were not used during 
calibration because the baseflow is largely unknown and differences between gages may 
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contain other losses.  Baseflow estimates are better obtained by evaluating the recession 
hydrographs after storms.  

A two-period steady-state model, representing 1980 and 2013 conditions was first 
developed and calibrated using the automatic calibration method PEST.  The two-period 
steady-state model provided short run times, allowing PEST to be used effectively during 
calibration of hydraulic conductivity parameters for widely differing stress conditions.  
Even though it is understood that the system is not at steady state, the water levels change 
very slowly during these times thus providing a good estimate for calibration.  The 
transient model was then calibrated for the 1980 through 2013 period with appropriate 
fluctuations being determined by changes in recharge and pumping, and amplitude of 
water level changes controlled by the storage parameters of the aquifer materials. 
Preliminary transient calibration simulations indicated that there were issues with the 
pumping data as discussed earlier in Section 2.7.  Preliminary sensitivity analyses further 
indicated that wells largely in the unconfined outcrop regions of an aquifer unit responded 
to changes in recharge, while wells in confined regions of an aquifer responded to changes 
in pumping.  This section discusses the methods used to calibrate the model, including 
adjusting the recharge, aquifer parameters, and GHBs.   

3.1.1 Calibration of Recharge  

The recharge rate scaling factors were adjusted during calibration to provide a best fit 
between observed and simulated groundwater levels.  As discussed in the Conceptual 
Model Report, annual average recharge rates were estimated to be up to 2.5 inches per 
year over the model area with recharge being proportional to the hydraulic conductivity of 
the outcrop material.  The 1980 recharge distribution was used in the first stress period of 
the transient simulation, with scaling of that recharge for each subsequent year.  The 
multiplication factors were manually adjusted during calibration to better simulate water 
level elevation fluctuations at observation wells that responded to recharge mainly in 
outcrop areas of aquifer units where there is a strong correlation between water level 
elevation fluctuations and recharge.  The calibrated recharge multiplication factors are 
summarized on Table 3.1-1.  These values average to unity over the simulation period as 
they do for the original estimates of Table 2.10-1.  

3.1.2 Calibration of Aquifer Parameters 

The hydraulic conductivity parameters for sand and clay were adjusted during calibration, 
to provide a best fit between observed and simulated groundwater levels.  As described in 
Section 2.5, estimated distributions of sand fraction within each of the geologic units were 
used to parameterize the hydraulic conductivity for each model layer throughout the 
domain.  The hydraulic conductivity of the sand is stored as the horizontal hydraulic 
conductivity for each layer and the hydraulic conductivity of clay is stored as the vertical 
hydraulic conductivity for each layer in Groundwater Vistas with formulas that compute 
the combined horizontal and vertical hydraulic conductivities depending on the 
composition of sand and clay at a location.   

The hydraulic conductivity parameters for sand and clay were adjusted manually and by 
automatic calibration using PEST.  The two-period steady-state model was used for the 
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PEST simulations and the transient model was used during focused manual calibration 
evaluations.  The storage terms were noted to be insensitive overall, and mainly affected 
the nature and magnitude of fluctuations in simulated water levels.  The storage coefficient 
and specific yield were adjusted manually resulting in 3.898 x 10-8 and 0.0007, 
respectively.  The low specific yield values indicate that there may be partial confinement 
of the aquifer systems even in the outcrop regions.  

Table 3.1-2 shows the parameterized hydraulic conductivity values for sand and clay 
within the various geologic units in the calibrated model.  These parameters along with 
sand fraction distributions provide the calibrated horizontal and vertical hydraulic 
conductivity distributions for the various geologic units as shown in Figures 3.1-1 through 
3.1-10 and summarized on Table 3.1-2.  For the Quaternary Alluvium (model layer 1) and 
the Carrizo Sand (model layer 6), the sand fraction was assumed to be uniform at 0.7 
providing the calibrated horizontal hydraulic conductivity values of 6.56 feet/day and 0.12 
feet/day, respectively, and calibrated vertical hydraulic conductivity values of 5.87 
feet/day and 0.04 feet/day, respectively.  For the Weches Formation (model layer 3) and 
the Reklaw Formation (model layer 5), the sand fraction was assumed to be uniform at 0.1, 
providing the calibrated horizontal hydraulic conductivity values of 6.08 feet/day and 0.1 
feet/day, respectively, and calibrated vertical hydraulic conductivity values of 1.08e-4 
feet/day and 8.63e-6 feet/day, respectively.  

The calibrated horizontal hydraulic conductivity values for the Sparta Sand (model layer 2) 
ranged from 0.15 to 2.78 feet/day and that of the Queen City Aquifer (model layer 4) 
ranged from 1.05 to 1.95 feet/day.  The calibrated vertical hydraulic conductivity values for 
the Sparta Sand (model layer 2) ranged from 7.7e-6 to 1.5e-4 feet/day and that of the 
Queen City Aquifer (model layer 4) ranged from 1.03 to 1.90 feet/day.  The calibrated 
horizontal hydraulic conductivity units of the Wilcox Aquifer (Upper, Middle, and Lower 
Wilcox) (model layers 7, 8, and 9) ranged from 0.12 to 18.05 feet/day.  The calibrated 
vertical hydraulic conductivity units of the Wilcox Aquifer (Upper, Middle, and Lower 
Wilcox) (model layers 7, 8, and 9) ranged from 4.3e-5 to 15.25 feet/day. 

The calibrated hydraulic conductivity values were compared to the estimated hydraulic 
conductivity values presented in the Conceptual Model Report in Section 4.5 (Montgomery 
and Associates, 2018).  Table 3.1-2 summarizes the range of calibrated hydraulic 
conductivity values and the estimated horizontal hydraulic conductivity range and 
geometric mean for each layer.  The calibrated modeled horizontal hydraulic conductivity 
values are within the range of the estimated values. However, some of the calibrated values 
are on the lower side of the estimated range.  The calibrated horizontal hydraulic 
conductivity values for the Sparta Sand (model layer 2) and Carrizo Sand (model layer 6) 
are lower than the estimated range.  The calibrated horizontal hydraulic conductivity 
values for the remaining layers are within the estimated range, with the Weches Formation 
(model layer 3), and the Upper, Middle, and Lower Wilcox Aquifer (model layers 7, 8, and 
9) calibrated horizontal conductivity values matching the estimated geometric mean, as 
shown on Table 3.1-2.  Additional work may be needed to further correlate appropriate 
hydraulic conductivity zones with sand fraction distributions as noted in Section 7 which 
outlines further suggested research to improve understanding of flow.  
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3.1.3 Calibration of GHB 

The GHB conductance was adjusted during calibration to provide a best fit between 
observed and simulated groundwater levels.  As described in Section 2.8, The GHB controls 
flow in or out of the model domain along the southern model boundary.  GHBs were using 
in model layers 2, 4, and 6 through 9.  The heads along the GHB boundaries were set 
according to interpolated head contours in the region and the conductance values were 
adjusted using PEST and the two-period steady-state model.  Table 2.8-1 shows the 
calibrated GHB head and conductance values and associated model cell number and 
hydraulic features.  GHBs were also used to represent interaction of the Sparta Sand with 
the overlying Younger Units. Preliminary values of the GHB conductance were retained 
through calibration.  Since the GHB water levels were kept constant through the calibration 
process, wells within the Sparta Sand beneath the Younger Units show little simulated 
fluctuations if any.   

3.2 Model Simulated Versus Measured Heads 
Groundwater level elevations were used to constrain the model to observed conditions 
during the simulation period.  This section discusses the development of the water level 
elevation target data set and the various qualitative as well as quantitative measures that 
were used to evaluate the simulated water level elevations.   

3.2.1 Water Level Elevation Targets 

A total of 19,765 water level elevation records from 1,859 wells are within the model 
domain, in the simulated model layers (Younger Units, Midway Group, and Older Units are 
not simulated), and during the simulated model timeframe (1980 through 2013).  250 
water level elevation records from 104 wells were removed due to following questionable 
data flags. 

 pumping-level measurement;  

 presence of oil and grease in well;  

 possible incorrect well identification;  

 flooding/runoff into the well casing;  

 air leak in the sampling line;  

 re-completion in different zone;  

 well bridged or caved;  

 previously flagged as questionable; and  

 well water levels previously marked for exclusion. 

The data was further evaluated to note well elevations compared to water level elevations.  
There were wells with water level elevations below the bottom of the assigned layer or 
where water level elevations were below the top of the assigned layer in regions where the 
aquifer was confined.  These water levels were moved into an appropriate aquifer layer 
below such that the data is realistic.  The observed water level dataset (target dataset) used 
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for the model therefore consists of 18,606 water level elevation records from 1,797 wells.  
The observed water level wells are present in all model layers except for the two layers 
representing the aquitards (Weches and Reklaw Formations, model layers 3 and 5).  
Distribution of wells in each layer is shown on Figures 3.2-1 through 3.2-7.  The number of 
observed water level measurements at each well location is also shown.  

The target dataset was further evaluated for additional quality control issues that may 
warrant applying a weight to individual water level elevation records.  A weight factor 
applied to a water level measurement represents a measure of uncertainty in the data.  A 
weight factor was applied for the following conditions. 

 Reported recent pumping;  

 nearby pumping;  

 possible recharge activities nearby; 

 measurements from ground surface prior to wellhead completion;  

 wet or leaking casing; and  

 tape does not fall freely in well;  

 well screened across multiple model layers;  

 and wells with a single water level measurement.   

A weight factor of 0.7 was applied to water level elevation records with a single condition.  
However, in the case that more than one condition applied to a water level elevation 
record, the cumulative weighting factor was assigned as 0.5.  Data without quality issues or 
multi-layer screens were given a weight of 1.  It is possible for a given well to have water 
level elevation records with varying weights.  However, most records have a weight of 1.  
Within the target dataset, 1,739 records from 717 wells have a weight of 0.7; 585 records 
from 569 wells have a weight of 0.5; and 16,282 records from 707 wells have a weight of 1.  

Although the target dataset set consists of 18,606 water level elevation records, the model 
targets consist of 18,421 water level elevation records.  Water level elevation records were 
averaged for the 1980 steady-state stress period for each well, resulting in 185 less records 
for calibration.  The water level elevation records with target weights and aquifer type 
designation are shown on Table 3.2-1.   

3.2.2 Simulated Versus Observed Heads 

Table 3.2-2 shows the summary for weighted head calibration statistics for the steady-state 
model representing 1980 conditions, and for the steady-state model representing 2013 
conditions.  The residual mean of 5.97 is relatively close to zero, indicating a good 
calibration and no overall bias in the calibration.  The absolute residual mean was 30.83 
feet and the RMS error was 44.91 feet.  Table 3.2-3 shows the summary for weighted head 
calibration statistics for the transient simulation period for 1980 through 2013 conditions.  
The residual mean of -9.10 feet is slightly negative indicating simulated water level 
elevations are slightly higher than observed overall.  However, given the large range of 
water level elevation measurements of 901.4 feet, the residual mean is relatively close to 
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zero, indicating a good calibration.  The absolute residual mean was 47.05 feet and the RMS 
error was 70.0 feet.  The standard deviation of 69.4 feet is less than 10% of the range of 
observed values, indicating a good calibration.  Table 3.2-4 shows the summary for the 
weighted head calibration statistics for the transient simulation period for 1980 through 
2013 conditions for each model layer.  The Upper, Middle, and Lower Wilcox (model layers 
7, 8, and 9) calibration statistics indicate these layers have the best calibration.  The Queen 
City Sand (model layer 4) calibration statistics indicate this layer has the worst calibration 
as simulated water level elevations are higher than observed.  The Queen City Sand is 
between two aquitard layers.  The steady-state and transient error statistics are less than 
10% of the range of observations which is generally considered a reasonably good 
calibration.  This number could not be improved further considering all the uncertainties in 
pumping and water level measurement locations discussed in Sections 2.7 and 3.2.1 
respectively.  All residuals are computed as observed minus simulated metrics.  Thus 
positive residuals indicate that simulated water levels are lower than observed, while 
negative residuals indicate that simulated water levels are higher than observed.  

A transient 1980 through 2013 simulation was performed for this domain using the 
MODFLOW-NWT code, with the 1-mile by 1-mile parent grid and parameterization from 
the calibrated model.  This simulation was performed to evaluate the impact of coarser 
discretization on the calibration metrics.  The residual mean was -7.9 feet, the Absolute 
Residual Mean was 48.1 feet, and the RMS error was 70.8 feet which are all similar to the 
respective values in Table 3.2-3.  This indicates that the finer discretization did not affect 
calibration given the coarseness of pumping estimates even though it provides finer 
resolution around the stream locations, to better capture riparian head values and the 
stream-aquifer interaction.  

Figure 3.2-8 shows the observed versus simulated water levels for the steady-state 1980 
and 2013 conditions while   Figure 3.2-9 s and Figure 3.2-10 separate this information into 
confined and unconfined water levels.  The left panel shows the 1980 regression plot while 
the right panel shows the 2013 regression plot.  For the steady-state conditions, the results 
tightly surround the best-fit line with no noticeable bias across the range of observations.  
The regression coefficient (R2) for the three plots are all greater than 0.9, indicating a good 
match between observed and simulated water levels for both confined and unconfined 
conditions.  

Figure 3.2-11 shows the regression plot of observed versus simulated water levels for the 
entire 1980 through 2013 transient simulation period.  Figure 3.2-12 shows the confined 
water level regression plot and Figure 3.2-13 shows the unconfined water level regression 
plot for the 1980 through 2013 simulation period.  The 1980 through 2013 simulation 
results tightly surround the best-fit line with no noticeable bias across the range of 
observations.  The regression coefficient (R2) for the three plots are all greater than 0.9, 
indicating a good match between observed and simulated water levels of the transient 
simulation for both confined and unconfined conditions.  Figure 3.2-14 shows the 
unconfined water levels for the 1980 through 2013 simulation period and categorizes the 
unconfined targets as those outcropped and those overlain by the Quaternary Alluvium 
(model layer 1).  There is no bias noted for unconfined targets outcropped or those 
overlain by Quaternary Alluvium.   
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Figures 3.2-15a through 15c show the observed versus simulated water levels for the 1980 
through 2013 simulation period for each aquifer layer.  The regression coefficient (R2) for 
the plots range from about 0.84 to 0.99, indicating a good match between observed and 
simulated values in all layers.  The Queen City Sand (Layer 4) showed the poorest match 
with a regression coefficient of 0.84 while all other aquifer layers had regression 
coefficients above 0.95.  

3.2.3 Spatial Distribution of Residuals 

The spatial distribution of head residuals for the 1980 through 2013 simulation period are 
shown on Figure 3.2-16.  The residual values plotted are an average of all residuals (from 
1980 to 2013) at each well.  Target wells without quality control issues, with an average 
weight of 1 are shown; these are 541 of the 1,797 total targets used for model calibration.  
Residuals at these wells range from -249 to 257 feet.  The largest cluster of negative and 
positive residuals occur in Rusk, Smith, and Van Zandt Counties indicate that these could 
possibly be resolved by a finer resolution on sand and clay categorization to give 
heterogeneity at a finer scale or better definition of pumping locations than that 
implemented from the previous GAM (Intera, 2004).  These counties also have high 
pumping rates as shown on Figures 2.7-2 through 2.7-7.  Negative and Positive residuals 
are evenly distributed across the model domain with no noticeable bias.  

3.2.4 Water Level Hydrographs 

Figures 3.2-17 through 3.2-23 show the observed and simulated hydrographs for select 
wells with observations spanning the simulation period from 1980 through 2013 within 
the various aquifer units.  Observed water level fluctuations are noted to be generally 
similar in frequency and amplitude.  Simulated water level elevations match well to 
observed in the Quaternary Alluvium (model layer 1), except for the well in Caddo County, 
where simulated water levels are than observed; also simulated water level fluctuations 
are higher than observed at the Caddo County well, as shown on Figure 3.2-17.  Simulated 
water level elevations in the Sparta Sand (model layer 2) are higher and lower compared to 
observed, depending on the location. However, fluctuations are of similar magnitude, as 
shown on Figure 3.2-18.  Simulated water level elevations in the Queen City Sand (model 
layer 4) are generally lower than observed to the north and higher to the south, but general 
water level trends and fluctuations match observed trends and amplitudes, as shown on 
Figure 3.2-19.  Simulated water level elevations in the Carrizo Sand (model layer 6) are 
generally lower than observed water level elevations, except for Cass County where 
simulated and observed water levels match well and Leon county where simulated water 
levels are greater than observed, as shown on Figure 3.2-20.  Simulated water level 
elevations in the Upper Wilcox (model layer 7) are generally lower than observed water 
level elevations, except for Sabine and Rusk Counties where simulated and observed water 
levels match well, as shown on Figure 3.2-21.  Frequency and amplitude of fluctuations are 
similar at most wells except the well in Leon County where simulated water level declines 
are smaller than measured.   Simulated water level elevations in the Middle Wilcox (model 
layer 8) generally match well to observed water level elevations, except for Camp county, 
where the simulated water levels do not follow the observed water level trend, as shown 
on Figure 3.2-22.  A better definition of increase in pumping through time in that area 



Texas Water Development Board Contract Number #1548301854 

20 

would better match the observed decline in water levels during the simulation period.  
Simulated water level elevations in model layer 9 are higher than observed at some wells 
and lower in others, as shown on Figure 3.2-23.  The simulated water level elevations in 
Panola County show a dip in 2003 that is not shown in the observed data.  Appendix A 
provides water level hydrographs for target wells with no quality control issues (all water 
level elevations with a calibration target weight of 1) and also containing 30 or more 
observed water level elevations at the well.  

3.2.5 Simulated Water Levels 

Figures 3.2-24 through 3.2-32 show the simulated water level elevations in the 9 modeled 
layers, respectively, at the end of the simulation period in 2013.  Water level elevations 
show water flows generally to the southern boundary in all layers.  Model layer 1, 
representing the Quaternary Alluvium, reflects flow in the river channels, as shown on 
Figure 3.2-24.  Water level contours in deeper units show drawdown cones at pumping 
wells.  The northern portion of the Queen City sand shows numerous water level 
nonconformities Figure 3.2-28.  There is a large simulated cone of depression extending 
across Angelina and Nacogdoches Counties in the Carrizo Sand and Wilcox Aquifers (layers 
6 through 9), as shown on Figure 3.2-29 through 3.2-32.  Slightly smaller drawdown cones 
are noted in Smith County within the Carrizo Sand and Wilcox Aquifers (model layers 6 
through 9).  

Figures 3.2-33 through 3.2-41 show the change in water levels within each layer from 1980 
to 2013.  Generally, water level changes in the upper four layers, the Quaternary Alluvium 
(model layer 1) to the Queen City Sand (model layer 4), are small with most changes within 
10 feet and limited pockets of greater water level change such as in Wood County, as shown 
on Figures 3.2-33 through 3.2-36.  Generally, water level changes in the lower five layers, 
the Reklaw Formation (model layer 5) to the Lower Wilcox (model layer 9), are larger with 
a large area in the northern portion of the model, centered about Smith County and 
extending southward, showing groundwater levels decreasing up to 50 feet, as shown on 
Figures 3.2-37 through 3.2-41.  Another significant change in water level elevations occurs 
in Arkansas, in Miller County, located in the northernmost corner of the model.  In this area, 
groundwater levels decrease which are greater with depth, up to 500 feet of decrease in the 
Middle Wilcox (model layer 8), as shown on Figure 3.2-40.  The remainder of the model 
domain shows relatively stable water levels from 1980 to 2013.  There is a general area of 
groundwater mounding between 1980 and 2013 centered about Nacogdoches and 
Angelina Counties within the Reklaw Formation, Corrizo Sand, and Upper Wilcox (model 
layers 5, 6, and 7), as shown on Figures 3.2-37 through 3.2-39, with largest rebound of over 
60 feet in the Carrizo Sand (model layer 6). 

Figures 3.2-42 through 3.2-47 compare simulated groundwater level elevation contours 
from the end of the model simulation period, 2013, to the Conceptual Model groundwater 
level elevation contours using 2015 data previously presented in the Conceptual Model 
Report (Montgomery and Associates, 2018).  The Conceptual Model Report used observed 
data to interpolate the 2015 groundwater level elevation surface.  The 2015 groundwater 
level elevation surface for this discussion is referred to the observed groundwater level 
elevations.  Comparisons are provided for the Sparta Sand, Queen City Sand, Carrizo Sand, 
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and Wilcox Aquifer (model layers 2, 4, 6, 7, 8, and 9).  Even though comparisons are made 
between 2013 modeled conditions and 2015 observed conditions there is minimal change 
in average water level conditions between the two years.  

The Sparta Sand (model layer 2) conceptual contours are uncertain over much of the layer, 
as indicated on Figure 3.2-42 using dashed lines.  Generally, 2013 simulated groundwater 
level elevations are consistent with the elevations of the observed 2015 water level surface 
with similar gradients pointed in the southward direction.  The Queen City Sand (model 
layer 4) 2013 simulated and 2015 observed groundwater contours are similar, and both 
show southward flow, as shown on Figure 3.2-43.  The 2015 observed pumping centers 
near Wood and Cherokee Counties are not clearly present in the 2013 simulated contours, 
however, the two-year time difference between the observed and simulated contours may 
account for some of these differences.  The Carrizo Sand and Upper Wilcox (model layers 6 
and 7) observed and simulated contours match more closely in terms and both show 
pumping centers in Nacogdoches and Smith Counties with elevations of similar values, 
showing flow to the south, as shown on Figures 3.2-44 and 3.2-45.  

The Middle and Lower Wilcox (model layers 8 and 9) 2015 observed contours are 
uncertain in the south portion of the model, as shown on Figures 3.2-46 and 3.2-47.  In the 
Middle Wilcox (model layer 8), the 2013 simulated contours show similar features as the 
2015 observed contours, including an elevation trough in the southern portion of the 
model, pumping in Smith County, and areas of groundwater mounding in Rusk and 
Harrison Counties, shown on Figure 3.2-46, though a cone of depression indicated by data 
in Cass County was not simulated.  The Lower Wilcox (model layer 9) 2013 simulated 
contours show details such as areas of pumping and areas of groundwater mounding not 
captured in the 2015 observed contours, however, most of the 2015 contours are uncertain 
in the Lower Wilcox within the model domain, as shown on Figure 3.2-47.  

3.3 Model Simulated Versus Measured Baseflow 
Surface-water/groundwater fluxes were used to constrain the model.  The major rivers in 
the model domain were simulated with the RIV package as described in Section 2.9.  
Figures 2.9-1 through 2.9-5 show the annual flows at stream gages located on the major 
rivers in the model domain, which include the Trinity River, Neches River, Sabine River, Big 
Cypress Creek, and Sulphur River.  The flow difference between stream gages was 
calculated at select river segments with unmanaged flows.  A positive difference in flow 
signifies the river is gaining along the reach, and a negative difference in flow signifies the 
river is losing along the reach.  The rivers simulated in the model are primarily gaining 
streams.   

Measured stream gage data was used to evaluate simulated surface-water/groundwater 
fluxes.  However, since the model does not simulate surface water flow, the flux between 
river and groundwater was evaluated qualitatively.  Figure 3.3-1 shows the simulated flux 
between the simulated rivers and the groundwater in the model domain.  A negative flux 
value indicates a gaining reach and a positive flux value indicates a losing reach.  Most of 
the reaches shown on Figure 3.3-1 are gaining, which matches measured gage data, as 
shown Figures 2.9-1 through 2.9-5.  In addition, the simulated water budget for river inflow 
and outflow was evaluated.  Figure 3.3-2 shows the inflow from the river boundary 
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condition, outflow to the river boundary condition, and net river gain.  The inflow from the 
river boundary condition, which represents water flowing from the river boundary 
condition into groundwater, is flat during the simulation period, with an average of 
approximately 38,000 acre-feet per year (acre-feet/year).  The outflow to the river 
boundary, which represents water flowing from groundwater into the river boundary 
condition, varies during the simulation period, with an average of approximately 260,000 
acre-feet/year.  The net flux from the groundwater to the river boundary condition average 
of approximately 222,000 acre-feet/year.  Measured stream gage fluxes cannot be directly 
compared to simulated fluxes, as measured stream gage data is not measuring base flow.  
However, the measured and simulated river flux both result in gaining stream conditions.  

3.4 Model Simulated Water Budgets 
The water budget for steady-state 1980 simulation is show in Table 3.4-1.  The largest 
inflow in the model domain (besides internal flow between layers) is recharge contribution 
in all layers and especially within the Quaternary Alluvium (model layer 1).  Simulated 
rivers contribute a minor amount of inflow into the Quaternary Alluvium (model layer 1) as 
does the GHB into the Sparta sand and Carrizo Sand (model layers 2 and 6).  Within the 
1980 simulation, the largest total outflows (besides internal layer outflows) are to the 
simulated rivers in the Quaternary Alluvium (model layer 1), followed by 
evapotranspiration and groundwater pumping.  Although total extraction of groundwater 
not the largest outflow for the steady-state 1980 simulation period, it is the largest outflow 
in the Carrizo Sand and Wilcox Aquifers (model layers 6, 7, 8, and 9). 

The water budget for the transient simulation from 1980 through 2013 is shown in Figure 
3.4-1 and summarized in Table 3.4-2.  The largest model inflows and outflows are similar 
to those in the steady-state 1980 simulation.  Inflows and outflows are dominated by 
recharge for inflow and rivers and evapotranspiration for outflow.  Within individual 
layers, outflow was dominated by groundwater extraction in the Carrizo Sand and Wilcox 
Aquifers (model layers 6, 7, 8, and 9).  Storage provided a negligible amount of inflow and 
outflow across the model. 

Figure 3.4-1 shows how the water budget fluctuates during the simulation period.  
Recharge (inflow), is the largest component in the model water budget, and showed the 
greatest changes year to year.  Recharge over time did not display a noticeable trend from 
1980 to 2013 although recent drought conditions were reflected as an extended period of 
decreasing flux (2004 to 2012).  River and evapotranspiration (outflows) showed some 
variability with time.  Drought conditions were also reflect in the river and 
evapotranspiration water budget components with declining flows between 2004 and 
2012.  Groundwater extraction did not vary significantly year to year but showed an 
increasing trend from 1980 to 2013.  Other inflow and outflow components were generally 
consistent across the model time interval and generally smaller in magnitude. 

4.0 Sensitivity Analyses 
A sensitivity analysis was conducted on the calibrated model to determine the impact of 
conceptual or parameter changes to the calibration results.  The current section discusses 
the sensitivity analyses to calibration.  
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4.1 Procedure of Sensitivity Analysis 
Sensitivity analyses were performed to evaluate the effects of hydraulic conductivity, 
pumping, recharge, evapotranspiration, and specific yield.  Both transient and steady-state 
analyses were performed to evaluate parameters that have a high impact on calibration.   

Evaluation of sensitivity was qualitative for the transient 1980-2013 model sensitivities. 
The parameters tested were evaluated by comparing water level hydrographs from the 
sensitivities to the calibrated model and observed values.  The evaluated 
parameters/stresses included: a no-pumping case, a simulation with constant recharge, 
and a sensitivity simulation on the specific yield value. 

Evaluation of sensitivity was quantitative for the two-period steady-state model sensitivity 
analyses.  Recall that the two stress periods reflect 1980 and 2013 stress conditions.  The 
evaluated parameters included: hydraulic conductivity, recharge, evapotranspiration, and 
pumping.  For these sensitivities, the parameter values were raised and lowered by 
prescribed factors and the change in model calibration errors were evaluated for each case. 
These parameters were then categorized into high, medium and low sensitivity groups 
considering the change in the calibration statistics resulting from the change in the 
parameter value.  The possible “sensitivity types” are defined by ASTM (1994, 2000) and 
are used for uncertainty evaluations of the predictive analyses.  The sensitivity types 
categorize how parameters change the model calibration versus changing the model 
predictions and are as follows:  

Type I sensitivity is defined for parameters that cause insignificant changes to the 
calibration residuals as well as to model conclusions/predictions of interest.  Type I 
sensitivity is of no concern because regardless of the value of the input, the prediction is 
also insensitive.  

Type II sensitivity is defined for parameters that cause significant changes to the 
calibration residuals but are not sensitive to model conclusions/predictions of interest.  
Type II sensitivity is of no concern because the prediction is not sensitive to the calibration.  

Type III sensitivity is defined for parameters that cause significant changes to the 
calibration residuals as well as to the model conclusions/predictions.  Type III sensitivity is 
of no concern because even though the model’s predictions change as a result of variation 
of the input variable value, the calibration residuals are also sensitive, and the model 
becomes uncalibrated as a result.  Thus, model calibration ensures that the predictions 
considered are appropriate for the modeled system.  

Type IV sensitivity is defined for parameters that cause insignificant changes to model 
calibration residuals but significant changes to the model predictions.  Type IV sensitivity is 
of concern because over the range of that parameter in which the model can be considered 
calibrated, the conclusions/predictions of the model can change.  Additional data collection 
for such parameters can help narrow the band of uncertainty in the prediction.  

Based on the model calibration statistics alone, parameters with low residual mean, 
absolute residual mean head, or RMS error were categorized as possible Sensitivity Type I 
or IV.  Parameters with high residual mean, absolute residual mean head, or RMS error 
were categorized as possible Sensitivity Type II or III.  Following the completion of 
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predictive model simulations, if parameter changes result in large prediction changes, 
parameters of Type I or IV will be classified as Type I and those with small prediction 
changes will be classified as Type IV.  The Type IV sensitivity indicates that predictions 
would be more accurate for better estimates of that parameter even though the parameter 
may not affect calibration.  

4.2 Results of Sensitivity Analysis 
For parameters evaluated using the two-period steady-state model, the sensitivity model 
statistics, absolute residual mean head, the residual mean head, and the RMS head error, 
were compared to the calibrated steady-state model.  The absolute residual mean head and 
residual mean head indicate sensitivity of the residuals to the parameter value showing 
whether the heads have overall increased or decreased as a result of the parameter change.  
The RMS head error sensitivity indicates how the spread in observed versus modeled 
water levels has changed.   

For parameters evaluated using the transient model, the evaluation of sensitivity utilized 
groundwater hydrographs.  Detailed discussions of each parameter evaluation are 
provided below.  

4.2.1 Sensitivity to Aquifer Hydraulic Conductivity Parameters 

Sensitivity of the model calibration to hydraulic conductivity values of the various geologic 
units was evaluated for the two-period steady-state model.  The transient time periods 
were not considered as they do not add to the evaluation.   

The parameter sensitivity study was conducted by using the automated sensitivity analysis 
option in Groundwater Vistas Version 7.24 (Rumbaugh and Rumbaugh, 2020).  The 
automated sensitivity evaluated the stead-state model while adjusting hydraulic 
conductivity one layer at a time.  The sand and clay hydraulic conductivities for each layer 
were evaluated individually as separate simulations.  For each layer, sand and clay 
hydraulic conductivity values were multiplied by factors of 0.3, 0.7, 1.3, and 1.7.  The 
factors of 0.3 and 1.7 represent a 70% reduction and increase in the hydraulic conductivity, 
while the factors of 0.7 and 1.3 represent a 30% reduction and increase in the hydraulic 
conductivity.  The automated sensitivity analysis calculated the calibration statistics for 
each parameter change and compiled the results in the autosens.out file.   

Most model layers were not sensitivity to changes in sand or clay hydraulic conductivity; 
however, those that were showed various degrees of sensitivity.  Figures 4.2-1 and 4.2-2 
show the absolute residual mean for the hydraulic conductivity sensitivity and Figures 4.2-
3 and 4.2-4 show the RMS head error for the hydraulic conductivity sensitivity.  For the 
sand sensitivities, which generally control the horizontal hydraulic conductivity, the Middle 
Wilcox (model layer 8) had the greatest sensitivity, followed by the Lower Wilcox (model 
layer 9), as shown on Figures 4.2-1 and 4.2-2.  The Queen City Sand (model layer 4) showed 
a slight improvement in model calibration with a decrease in sand hydraulic conductivity.  
The remaining layers showed little to no sensitivity to increases or decreases in the sand 
hydraulic conductivity.  For the clay sensitivities, which generally control the vertical 
hydraulic conductivity, the Upper Wilcox (model layer 7) had the highest sensitivity, 
followed by the Middle Wilcox (model layer 8) and Reklaw Formation (model layer 5), as 
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shown on Figure 4.2-3 and 4.2-4.  The remaining layers showed little to no sensitivity to 
increases or decreases in the clay hydraulic conductivity.   

Table 4.2-1 categorizes the sensitivity simulations into low, medium and high sensitivity 
values.  Parameters with low, medium, or high sensitivity to calibration based on the 
absolute residual mean head and RMS error were categorized as possible Sensitivity Type 
II or III.  These included the sand hydraulic conductivities for the Queen City Sand, the 
Middle Wilcox, and the Lower Wilcox (model layers 4, 8, and 9), and the clay hydraulic 
conductivities for the Reklaw Formation, the Upper Wilcox, and the Middle Wilcox (model 
layers 5, 7, and 8).  The remaining layers showed little to no sensitivity to increases or 
decreases in the sand or clay hydraulic conductivity values and were therefore categorized 
as possible Sensitivity Type I or IV.   

4.2.2 Sensitivity to Model Stresses Using the Two-Period Steady-State Model 

The sensitivity of the model calibration to recharge, evapotranspiration, and groundwater 
pumping was evaluated to note the impact of variations of these parameters on the 
calibrated model.  These sensitivity analyses were conducted using the two-period 1980 
and 2013 steady-state model.  In addition, the transient model was used to evaluate the 
effect of no pumping and of constant recharge on simulated water level elevations.  

For each steady-state sensitivity analysis, the stress values were multiplied by factors of 
0.3, 0.7, 1.3 and 1.7 to note the impact on calibration errors.  The factors of 0.3 and 1.7 
represent a 70% reduction and increase in the respective flux values, while the factors of 
0.7 and 1.3 represent a 30% reduction and increase in the respective flux values.  

The mean head residual and the RMS head error were evaluated to establish model 
behavior.  The mean head residual indicates sensitivity of the residuals to the parameter 
value showing whether the heads have overall increased or decreased as a result of the 
parameter change.  The RMS head error sensitivity indicates how the spread in observed 
versus modeled water levels has changed.  

Figure 4.2-5 shows the steady-state sensitivity to the mean head residual to recharge, 
evapotranspiration rate, and groundwater pumping.  Recharge has the largest impact on 
the mean head value computed at the target groundwater cells, while the 
evapotranspiration rate had the smallest impact.  

Figure 4.2-6 shows the steady-state sensitivity of recharge, evapotranspiration rate, and 
groundwater pumping to the RMS head error.  The largest sensitivity again was to 
recharge.  Evapotranspiration rate did not impact the RMS head error by any appreciable 
amount.  

Evapotranspiration showed no sensitivity as reflected in the residual mean and RMS error, 
which categorizes evapotranspiration as possible Sensitivity Type I or IV, as shown on 
Table 4.2-1.  Recharge and pumping resulted in high and medium sensitivity as reflected in 
the residual mean and RMS error, which categorizes these parameters as possible 
Sensitivity Type II or III, as shown on Table 4.2-1.  If predictive sensitivity simulations for 
evapotranspiration indicate large prediction changes, evapotranspiration will be classified 
as Sensitivity Type IV, indicating that predictions would be more accurate for better 
estimates of this parameter even though it may not affect the calibration.  It is further noted 
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that the model water level statistics were sensitive to recharge decreases but not to 
increases in recharge.  This is because baseflow and evapotranspiration fluxes increase to 
compensate, with only small increases in water levels.  

4.2.3 Sensitivity to Model Stresses Using the Transient Model 

The transient model was used to evaluate the effects of no pumping and constant recharge.  
The no pumping model in comparison to the calibration simulation indicates impact of 
pumping and their fluctuations on water levels.  The constant recharge model in 
comparison to the calibration simulation indicates impact of recharge fluctuations on water 
levels.  Figures 4.2-7 through 4.2-13 show the hydrographs at select wells for these 
sensitivity studies.  The transient model with no pumping generally results in increased 
water levels, which at a few observation wells, improved calibration, as shown on Figures 
4.2-7 through 4.2-13.  This could be indicative of pumping within the wrong layer at those 
locations.  In addition, the no pumping sensitivity resulted in dampened water level 
fluctuations at some of the observation wells.  The transient model with a constant 
recharge rate generally resulted in the same magnitude of water level elevations, but with 
dampened water level fluctuations at most of the observation wells and some showing no 
water level fluctuations.  Sensitivities reveal both pumping and recharge stresses 
contribute to water level fluctuations.  In general, unconfined aquifer water level 
fluctuations are primarily controlled by variations in recharge; and confined aquifer water 
level fluctuations are primarily controlled by variations in pumping rates, as shown on 
Figures 4.2-7 through 4.2-13. 

4.2.4 Sensitivity to Aquifer Storage Properties 

A sensitivity analysis was conducted to note the impact of aquifer storage properties on 
water level fluctuations in the domain.  Since the focus of this sensitivity was to evaluate 
water fluctuations and not calibration, the transient model was used, and the results were 
not categorized as ASTM sensitivity types.  To evaluate the effect of the specific yield, 
specific yield was increased from 0.0007 to 0.05 for the transient model.   

Figures 4.2-7 through 4.2-13 show the hydrographs at select wells for this sensitivity study.  
Water level fluctuations are generally dampened for the sensitivity simulation with 
increased specific yield, as compared to the calibrated simulation.  Within the model 
calibration results, most simulated water level elevations at unconfined and confined 
monitoring well locations exhibit this flattened response.  However, the general trends in 
the hydrographs for calibration and specific yield simulations are similar indicating the 
storage parameters are not very significant to the calibrated simulation.  Also, considering 
the annual time scale of evaluation for model stress periods, water level fluctuations are 
generally more dampened due to dampening of peak stresses into average values. 

5.0 Modeling Limitations 
Several simplifications, assumptions, and approximations have been made in developing 
the Northern QCSCW model.  Representation of the domain by discrete finite-volumes, 
approximation of groundwater flow by the continuity equation and Darcy’s Law, and 
approximation of the various boundary conditions and stresses by steady-state or annual 
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average conditions create an idealized representation of the flow system.  This enables 
regional evaluations at long time-scales (of years to decades), but such an idealized system 
contains inherent divergence from actual conditions though the effect of these differences 
can be assessed.  Errors are also associated with mesh design, aquifer or boundary 
geometry or areal extent, and the configuration of hydrologic components 
(conceptualization errors).  These errors were minimized during model development and 
further evaluated and reduced during model calibration and sensitivity analysis as 
described below. 

Data that is incorporated into a model may be incomplete, may contain errors, or may be 
incompatible with the modeled spatial and temporal scale.  Possible measurement errors 
were accounted for in this model by using a lower calibration weighting when these errors 
were discernable.  Also, water levels that are measured instantly may be compared to 
simulated water levels that result from annual stress periods.  Pumping information from 
the conceptual model derived from TWDB databases were also incomplete causing model 
limitations.  The calibrated model used pumping information derived from the previous 
GAM (Intera, 2004) which lumped pumping into the large model grid centers.  This also 
affected the model calibration and therefore sensitivity analyses of this stress were 
conducted to evaluate its significance.  Better transient pumping information can provide 
better transient calibrated water level responses; however, automatic calibration methods 
applied to pumping transients were not effective in resolving the data due to 
low/moderate sensitivity.  

A groundwater flow model requires that the entire domain be appropriately 
parameterized. Although information exists on general aquifer characteristics, and more 
detailed sand fraction distributions were available for the geologic units, detailed 
hydrologic characterization is not possible except by extrapolating information from areas 
where data is available.  This lack of hydrogeologic information can introduce uncertainty 
and errors in model results, especially in complex systems such as the Northern QCSCW.  
Also, the hydraulic averaging formulas applied to determine horizontal and vertical 
hydraulic conductivities from sand and clay fractions may contain errors causing further 
limitations to the model.  Sensitivity analyses helped to quantify the impact of these sand 
and clay fraction data and hydrogeologic averaging approaches. 

The spatial resolution of the model was set to provide a regional evaluation of groundwater 
flow with refined discretization around surface-water features to capture the 
groundwater/surface-water interaction in a detailed manner.  The temporal resolution of 
the model was set to annual stress periods for recharge, pumping, and boundary flows for 
long-term planning purposes.  Annually average stresses were calibrated to all available 
water levels and therefore it is also assumed that the calibration is representative 
considering the different time scales of water level data and simulated stresses.  

The model limitations further include uncertainty in predictions.  Predictive sensitivity 
analyses should also be conducted with predictions of significance, to evaluate the impact 
of parameter variations on the prediction.  Categorizing the predictive sensitivities along 
with calibration sensitivities as per ASTM (1994, 2000) provides further information on 
the significance of data to the predictions.  
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6.0 Summary and Conclusions 
The northern QCSCW has been updated to simulate impacts of groundwater pumping on 
groundwater resources in northeast Texas.  The large model domain, complex geology, fine 
resolution, inconsistent pumping data, water level elevation quality control issues, and the 
33-year time frame proved challenging and contributed to the considerable computational 
effort and model uncertainty.   

Modeling challenges were addressed by selecting a robust and flexible software to best 
alleviate the computational burdens and still provide results at the scale of the modeling 
objectives.  The MODFLOW 6 groundwater flow model was used for the simulations with 
the Groundwater Vistas graphic user interface (GUI).  The numerical model was built in 
accordance with the conceptual model and consisted of 9 model layers to represent the 9 
hydrostratigraphic units of interest, consisting of the Quaternary Alluvium, Sparta Sand, 
Weches Formation, Queen City Sand, Reklaw Formation, Carrizo Sand, and Wilcox Aquifer 
(Upper, Middle, and Lower).   

The model simulation consisted of a steady-state period representing 1980 conditions 
followed by transient conditions from 1981 through 2013 using annual stress periods for 
recharge and pumping.  The steady-state 1980 period was simulated using average aquifer 
conditions.  

The model calibration was guided by available data.  Quantitative and qualitative metrics 
were implemented in evaluating representativeness of the model.  Observed water levels in 
wells and groundwater to surface water flow estimates were used to constrain the model.  
Calibration statistics show the model was well calibrated for the spatial and temporal 
scales of investigation.  Mass balance errors were negligible, and water fluxes at the various 
boundaries into and out of the domain were reasonable and consistent with the conceptual 
model.  Qualitative comparison of estimated conceptual groundwater elevation contours to 
simulated contours confirm that the calibration matched observed conditions across the 
model domain.  

Sensitivity analyses were conducted on the calibrated model to evaluate impact of 
parameter uncertainties and variations in boundary fluxes.  Parameters evaluated were 
storage, hydraulic conductivity, recharge, evapotranspiration, and groundwater pumping.  
The model proved to be sensitive to pumping.  A better estimation of pumping changes 
through time would have provided better transient calibration to water level changes.  As 
data collection continues and the conceptual model is improved, the uncertainties 
associated with the model can be reduced. 

A predictive model was developed for the period 2014 through 2080.  Predictive 
simulations are summarized in Appendices B, C, and D.  Predictive simulations were 
conducted to evaluate the impact of baseline pumping and average recharge and are 
discussed in Appendices B, C, and D.  The predictive simulations found that the 
groundwater model does not show unreasonable continual increases in water level 
elevations as the previous Groundwater Availability Model had done.  Since pumping and 
recharge values were held constant across the model for all counties, local variabilities in 
pumping were not accounted for, nor variability in other model parameters which were 
held constant through 2080.  Predictive modeling from 2014 to 2080 using these various 
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conditions showed that drawdown at Groundwater Management Area 11 counties may be 
significantly affected by the chosen baseline pumping or average recharge.  However, these 
predictive county-model layer drawdown charts may still be useful in guiding the Joint 
Planning Process and development of desired future conditions. 

7.0 Future Improvements 
A groundwater flow and transport model of Northern QCSCW GAM was developed in this 
project using the MODFLOW 6 software.  Use of oct-patch grids facilitated providing finer 
resolution to the numerical discretization near surface-water features to accurately 
capture the interactions.  Pinch-outs and outcrops were handled in a geologically 
consistent manner.  The Groundwater Vistas GUI was used to develop the model.  Multiple 
calibration metrics were used to constrain the model.  The groundwater flow model 
generally depicts conditions within the domain during the 1980-2013 simulation period for 
annually averaged stress conditions.  

There were several challenges overcome by this study.  A regional domain was simulated 
with sufficient resolution of the solution near surface-water features by use of oct-patch 
grid refinement which provides resolution horizontally as well as vertically near to the 
river.   

Further research suggested by this work includes:  

 A further evaluation of sand fraction distributions along with hydraulic conductivity 
data for the Quaternary Alluvium, Carrizo Sand, Weches Formation, and Reklaw 
Formation would improve calibration, as there were no sand fraction data for these 
units and a uniform sand fraction was used; 

 Improved pumping estimates, as there were clear data errors in the provided 
pumping estimates and calibrating the pumping rates proved to be impractical; and 

 More reliable water level elevation data and well construction data to better 
correlate observed water level elevation data to the hydrostratigraphic units these 
data represent.  

 More processing, QA and refinement of the water level data using data science 
techniques to associate water level fluctuations among different wells (evaluate 
clustering) to identify proximity, a common dominant aquifer unit, or other 
connections between well locations such as conduits or displaced geologic layering 
across fractures.  

 More processing of data using data science techniques to associate pumping 
stresses and their associated hydrogeologic units to water level drawdowns for 
more reliable data, such that pumping data gaps can be filled where the data is 
inadequate.  
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Executive Summary 
The Texas Water Development Board (TWDB) Groundwater Availability Model (GAM) 
program intent is that numerical models are to be used as living tools that would be 
updated as data and modeling technology improved.  Groundwater is a vital resource in the 
norther portions of the Queen City Sand, Sparta Sand, and Carrizo-Wilcox Aquifer System 
(QCSCW) and groundwater pumping is expected to increase in response to increased 
municipal demands.  The primary objective of the project is to update the existing GAM for 
the northern QCSCW to simulate impacts of groundwater pumping on groundwater 
resources in northeast Texas.   

Challenges to the modeling effort included a large domain (greater than 38,000 square 
miles); complex geology (deep, multi-layered system with outcrops and pinch-outs); fine 
resolution to effectively handle groundwater-surface water interaction; inconsistent 
pumping data; water level elevations with quality control issues; and a 33-year model time-
frame (1980 to 2013); all contributing to a considerable computational effort and 
uncertainty.   

Modeling challenges were addressed by selecting a robust and flexible software to best 
alleviate the computational burdens and still provide results at the scale of the modeling 
objectives.  The MODFLOW 6 groundwater flow model was used for the simulations with 
the Groundwater Vistas graphic user interface (GUI).  The numerical model was built in 
accordance with the conceptual model and consisted of 9 model layers to represent the 9 
hydrostratigraphic units of interest, consisting of the Quaternary Alluvium, Sparta Sand, 
Weches Formation, Queen City Sand, Reklaw Formation, Carrizo Sand, and Wilcox Aquifer 
(Upper, Middle, and Lower).  These layers have structural features such as pinch-outs and 
vertical displacements which were successfully represented using MODFLOW 6. 

A model grid measuring 193 miles by 201 miles with a base cell size of one square mile 
(5,280 feet on a side) was used to discretize the domain.  Quadpatch refinement was then 
applied to reduce the cell size to a level of 4 resulting in square grids size of 660 feet. This 
refinement was done in the Quaternary Alluvium hydrostratigraphic unit and provided a 
higher resolution for modeling surface water to groundwater interaction.  The grid 
coarsens for deeper layers, with a coarsening of one level for every active layer found 
beneath the alluvium cells. 

Model boundary conditions were constructed in model layer 2 (Sparta Sand) to represent 
the Younger Units hydrostratigraphic unit which was not explicitly modeled and in deeper 
layers to represent a southern boundary for flow within the lower aquifers (Queen City 
Sand, Carrizo Sand, and Wilcox Aquifers).  Aquifer and hydrogeologic properties such as 
hydraulic conductivity, aquifer storage, rivers, recharge, and evapotranspiration were 
simulated using various MODFLOW 6 packages.  Specifically, hydraulic conductivity of each 
unit was parameterized using correlation with available sand fraction estimates.   

Simulation of groundwater extraction was initially attempted as individual analytic 
element wells using conceptual model data.  However, due to domain-wide data 
discrepancies, the conceptual extraction data was replaced with pumping from previous 
modeling (Intera, 2004) and extrapolated through 2013.     
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The model simulation consisted of a steady-state period representing 1980 conditions 
followed by transient conditions from 1981 through 2013 using annual stress periods for 
recharge and pumping.  The steady-state 1980 period was simulated using average aquifer 
conditions.  

The model calibration was guided by available data.  Quantitative and qualitative metrics 
were implemented in evaluating representativeness of the model.  Observed water levels in 
wells and groundwater to surface water flow estimates were used to constrain the model.  
Calibration statistics show the model was well calibrated for the spatial and temporal 
scales of investigation.  Mass balance errors were negligible, and water fluxes at the various 
boundaries into and out of the domain were reasonable and consistent with the conceptual 
model.  Qualitative comparison of estimated conceptual groundwater elevation contours to 
simulated contours confirm that the calibration matched observed conditions across the 
model domain.  

Sensitivity analyses were conducted on the calibrated model to evaluate impact of 
parameter uncertainties and variations in boundary fluxes.  Parameters evaluated 
quantitatively were hydraulic conductivity, recharge, evapotranspiration, and groundwater 
pumping.  Medium to high changes in calibration statistics were noted for changes in the 
recharge and pumping values and noted for hydraulic conductivity within the Queen City 
Sand, the Middle Wilcox, and Lower Wilcox.  Parameters evaluated qualitatively consisted 
of no pumping, constant recharge, and increased storage.  Increased storage results 
showed that storage is not significant to the model calibration.  Simulation of no-pumping 
and constant recharge both affected the model results, causing a decrease in water level 
elevation fluctuations across the model domain.  A better estimation of pumping changes 
through time would have provided better transient calibration to water level changes.  As 
data collection continues and the conceptual model is improved, the uncertainties 
associated with the model can be reduced. 

A predictive model was developed for the period 2014 through 2080.  Predictive 
simulations were conducted to evaluate the impact of baseline pumping and average 
recharge.  Baseline pumping choices were limited to total pumping from the calibrated 
model for years 2010, 2011, 2012, and 2013.  Average recharge was evaluated as 80%, 
90%, 110% and 120% of the calibrated model steady-state period (1980).  The predictive 
simulations found that the groundwater model does not show unreasonable continual 
increases in water level elevations as the previous Groundwater Availability Model had 
done.   

Since pumping and recharge values were held constant across the model for all counties, 
local variabilities in pumping were not accounted for, nor variability in other model 
parameters which were held constant through 2080.  Predictive modeling from 2014 to 
2080 using these various conditions showed that drawdown at Groundwater Management 
Area 11 counties may be significantly affected by the chosen baseline pumping or average 
recharge.  However, these predictive county-model layer drawdown charts may still be 
useful in guiding the Joint Planning Process and development of desired future conditions. 
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1.0 Introduction and Purpose of the Model 
The Texas Water Development Board (TWDB) Groundwater Availability Model (GAM) 
program intent is that numerical models are to be used as living tools that would be 
updated as data and modeling technology improved.  Given this directive, the primary 
objective of the project is to update the existing GAM for the norther portions of the Queen 
City Sand, Sparta Sand, and Carrizo-Wilcox Aquifer System (QCSCW) to simulate impacts of 
groundwater pumping on groundwater resources in northeast Texas.  This model, referred 
to as the Northern QCSCW GAM, will update the existing GAM for the northern Carrizo-
Wilcox Aquifer (Fryar and others, 2003) and the existing GAMs for the Queen City and 
Sparta Sand Aquifers (Kelley and others, 2004).  The Northern QCSCW model is based on 
the conceptual hydrogeologic model, which is summarized in the Draft Conceptual Model 
Report (Montgomery and Associates, 2018). The study area, as shown on Figure 1.2-1.   

The Northern QCSCW GAM will be used to assess future regional impacts from current 
pumping and projected future pumping.  Model results will be used to evaluate long-term 
groundwater pumping impacts on surface water and groundwater.  In addition, the model 
may be used to assist groundwater conservation districts in groundwater Management 
Area 11 with groundwater planning and management.  

2.0 Model Overview and Packages 
A conceptual model of the hydrogeologic system of the area of interest in Northern QCSCW 
aquifers was developed by Montgomery and Associates (2018). The conceptual model 
along with the existing GAM for the northern Carrizo-Wilcox Aquifer (Fryar and others, 
2003) and the existing GAMs for the Queen City and Sparta Sand Aquifers (Kelley and 
others, 2004) were the basis of the numerical model described in this report.  The 
groundwater system comprises Quaternary Alluvium and eight southward-dipping 
aquifers including (from top to bottom), Sparta Sand, Weches Formation, Queen City Sand, 
Reklaw Formation, Carrizo Sand, Upper Wilcox, Middle Wilcox, and Lower Wilcox.  The 
numerical model honors this conceptual model layering including pinch-outs and outcrop 
of the geologic units.  Figure 2.1-1 shows the aquifer outcrops simulated in the 
groundwater model.  The Queen City and Sparta Sand Aquifers are classified as minor 
aquifers in Texas and extend from the Frio River region in south Texas to east Texas with 
the Sparta Sand Aquifer extending into Louisiana and Arkansas.  The Carrizo-Wilcox 
Aquifer is classified as a major aquifer in Texas and extends from the Rio Grande region in 
south Texas to northeast Texas and into Louisiana and Arkansas. The Sparta Sands are 
overlain by Younger Units which are not actively simulated in the numerical model.   

The numerical groundwater-flow model was constructed to simulate the conceptualized 
groundwater-flow system for steady-state 1980 conditions and transient conditions using 
annual stress periods from 1981 through 2013.  This time period was selected principally 
based on pumping and groundwater level data availability.  The three-dimensional 
modular groundwater-flow model code MODFLOW 6 (Langevin and others, 2017) was 
used for the simulations with the Groundwater Vistas, Version 7 (Rumbaugh and 
Rumbaugh, 2017), Graphic User Interface (GUI).  
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Construction of the numerical model required several tasks.  The first task was to assess 
the conceptual model including the hydrogeologic framework, hydrostratigraphy, and 
assignment of boundaries such as rivers, recharge, evapotranspiration, and groundwater 
pumping.  Flows in and out of the model domain were discussed in the conceptual model 
sections related to pumping, exchange with the Younger Units, recharge, rivers, and 
evapotranspiration.  These flows have been translated into the model boundary conditions 
using the boundary condition packages of MODFLOW 6.  Boundary condition packages 
essentially allow water to flow into or out of the model domain (i.e., interaction of the 
model with the “outside world”).  The processes that govern this flow determine which 
package may be used to numerically implement the conceptualized interactions.  This 
understanding provided the guidelines for discretization of the domain and for selection of 
relevant packages within MODFLOW 6 to appropriately simulate the required process at 
the necessary spatial and temporal scales.   

Spatial resolution requirements were established and the hydrostratigraphic conceptual 
model (Montgomery and Associates, 2018) that was developed in Leapfrog® Geo 
(developed by Seequent) was imported into Groundwater Vistas.  Other base-maps were 
also imported into Groundwater Vistas to identify county boundaries, rivers, and other 
features that generally orient the model.  A grid was subsequently developed for the 
groundwater model domain; preliminary model parameter estimates were generated; and 
boundary conditions (rivers, wells, recharge, evapotranspiration, and general head 
boundaries) were developed for steady-state 1980 conditions as well as for transient 
conditions from 1981 through 2013 using annual stress periods.  Calibration targets were 
then developed for water levels for the steady-state and transient stress periods and 
imported into Groundwater Vistas.  The model was run in steady-state and transient modes 
to debug the datasets, establish convergence, and tune solver parameters for optimal 
simulation performance before moving on to the model calibration phase.  

2.1 MODFLOW6 Overview and Packages  
MODFLOW 6 is the newest version of the MODFLOW code, released in 2017 by the United 
States Geological Survey.  The code is appropriate for this work as it can meet all the 
simulation requirements and challenges for this project.  Elements of the code and 
packages pertinent to the Northern QCSCW model flow simulations are discussed here.  

The MODFLOW 6 groundwater model (Langevin and others, 2017) contains most of the 
functionality of previous MODFLOW codes, including MODFLOW-2005 (Harbaugh, 2005), 
MODFLOW-NWT (Niswonger and others, 2011), MODFLOW-USG (Panday and others, 
2013), and MODFLOW-LGR (Mehl and Hill, 2006).  MODFLOW 6 solves for three-
dimensional flow of water in the subsurface using the control-volume finite-difference 
(CVFD) approach.  The CVFD numerical method “discretizes” the modeled domain into 
model cells that may have different sizes and shapes.  Each model cell represents a part of 
the domain that is encompassed by that model cell and model inputs and outputs are 
generated for this discretized system.  The CVFD methodology allows for flexible gridding 
of the subsurface domain including: ability to refine the computational grid locally using 
nested grids to provide spatial resolution where required and accurately represent pinch-
outs, faults, displacements and outcrops of geological layers.  
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As with the other MODFLOW codes, MODFLOW 6 consists of groups of “modules” or 
“packages” that perform various functions related to groundwater flow simulations.  These 
packages compartmentalize the model into its various functional elements and includes 
packages to define the model domain and its discretization, parameterize the aquifer and 
flow processes, and implement various pumping and boundary conditions to the modeled 
system.  Table 2.1-1 shows the various packages of MODFLOW 6 that were used for the 
Northern QCSCW model.  Model input files were then developed for each of the packages to 
represent the conceptual model of the system.  

MODFLOW 6 is structured slightly differently from MODFLOW, in that the solution is 
separated from the model.  With the MODFLOW code, the entire domain is represented by 
one model, but in MODFLOW 6 it is possible to have multiple models (of different domains 
or different types) use the same solution.  Therefore, in addition to the model related files 
shown on Table 2.1-1, MODFLOW 6 also includes files for the solution that contains the 
models (only one model in this case).  

MODFLOW 6 simulation output is contained in several files.  The main output listing is 
written in a run list file (LST) which also includes the mass balance information.  Water 
level output is provided in the heads file with the extension HDS.  Modeled flows, storage 
flux, and boundary flux are output to the cell-by-cell flow file with extension CBB.  Table 
2.1-2 shows the relevant output files generated by MODFLOW 6.  A description of how the 
Northern QCSCW groundwater flow model was developed using these packages is provided 
in the subsections that follow.  

2.2 NAME File 
A MODFLOW 6 simulation includes two NAME files, one for the solution and another for the 
groundwater flow model.  

The solution NAME file includes solution-related information such as solution options, 
time-stepping file name, NAME files for the various models (only one in this case), file 
names for the exchanges between models (none in this case), and file name for the solver. 
The CONTINUE option was used in the solution which would allow for continuation of 
failed iterations; however, final model results were all converged to the prescribed 
tolerance limit. 

The model NAME file of the MODFLOW 6 model contains the model options and the 
abbreviations of all packages used in developing the model along with a file name for the 
input (or output) files that are used in the model. The Newton Raphson option was selected 
for linearizing the model flow equations.  

2.3 Initial Conditions (IC) Package  
The IC Package of MODFLOW 6 specifies initial water levels at all groundwater model cells 
in the domain.  Since the first stress period of the model is a steady-state condition, the 
starting head values do not affect the result but are required to begin the iterative process. 
However, because the numerical burden is reduced by starting from values close to the 
result, the starting heads were taken from the closest simulation results of a previous 
simulation of the calibration process. The binary output result file of a simulation was thus 
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renamed as “start.hds” such that the first stress period values (the steady-state result of the 
previous calibration simulation) were used as the starting condition for the current 
simulation.   

2.4 Discretization (DIS) Package  
A MODFLOW 6 simulation includes two discretization packages, one for time discretization 
of the solution and the other for defining the discretization of the unstructured grid for the 
model.  

The DIS Package of MODFLOW 6 was used and defines the model discretization 
information for the 3-dimensional groundwater cells.  

2.4.1 Stress Period Setup (TDIS) 

The QCSCW model was discretized into 34 stress periods. The first stress-period was 
simulated as steady-state representing 1980 conditions. The remaining stress periods are 
yearly and represented transient conditions from 1981 through 2013.  This temporal 
discretization using annual stress periods was considered sufficient for the regional 
planning objectives of the modeling effort.  Table 2.4-1 shows the stress period details.  

2.4.2 Model Domain Discretization (DIS) 

The QCSCW model domain and stratigraphy were established during conceptual model 
development. The model domain northern and north-western boundary represents the 
northern portion of the Carrizo-Wilcox Aquifer; the model domain southern boundary 
extends beyond the Carrizo-Wilcox Aquifer as shown on Figure 2.1-1 (Figure 4.1.3 of the 
Conceptual Model Report).  The model domain includes the north-eastern portions of the 
Sparta Sand and Queen City Sand Aquifers (Figure 2.1-1) (Figure 4.1.3 of the Conceptual 
Model Report).  The Major and Minor aquifers are described in detail in in the Conceptual 
Model Report (Montgomery and Associates, 2018) (Figures 2.0.2 and 2.0.3 of the 
Conceptual Model Report).  Nine geologic units in the model domain were discretized into 
9 numerical layers (Figure 2.4-1).  The hydrostratigraphic unit Younger Units was excluded 
from the model domain and is discussed further in the general head boundary section 
(Section 2.8).  Figures 2.4-2 through 2.4-20 (Figures 4.1.5 through 4.1.22 of the Conceptual 
Model Report) show the stratigraphic elevations and thicknesses of the geologic units 
simulated by the model.  

The structural features described in the Conceptual Model Report, which include the East 
Texas Embayment, Houston Embayment, Sabine Uplift, and Sabine Arch, are shown on 
Figure 2.4-21 (Figure 2.2.2 of the Conceptual Model Report).  These structural features 
dictate the outcrop pattern of the geologic units.  The Carrizo Sand and Wilcox 
hydrostratigraphic units outcrop along a belt along the northern extent of the model 
domain and also in the eastern portion of the model domain in the Sabine Uplift.  The 
Sparta Sand and Queen City Sand hydrostratigraphic units outcrop in the central portion of 
the model domain along the East Texas Embayment.  In the southern portion of the model 
domain, the surface geology and outcrop pattern are oriented southwest-northeast and the 
hydrostratigraphic units dip to the southeast.   
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The domain was discretized using a parent grid-block size of one square mile (5,280 feet 
length of each side) on a base grid containing 193 rows, 201 columns, and 9 layers.  An oct-
patch refinement procedure was implemented along the rivers to provide a finer spatial 
resolution along these features.  The oct-patch feature refines the grid in the horizontal and 
vertical direction.  Figures 2.4-22 through 2.4-30 show the discretization of the 
groundwater domain.  Model Layer 1, representing the Quaternary Alluvium 
hydrostratigraphic unit, has the greatest refinement level of 4 giving square grids of size 
660 feet for each side along the river.  The grid coarsens for deeper layers, with a 
coarsening of one level for every active layer found beneath the alluvium cells.   The model 
layers were eliminated where a geologic layer pinches out or where the underlying layer 
outcrops to the surface, as shown on Figures 2.4-22 through 2.4-30.  The model grid 
consists of 637,536 cells.  

MODFLOW 6 accommodates pinch-outs and Groundwater Vistas eliminates pinched-out 
model cells automatically, resulting in much more efficient and robust simulations.  
MODFLOW 6 also accommodates displaced model layers along faults and Groundwater 
Vistas creates the cross-layer connections between the hydrogeologic units. Figure 2.4-31 
shows cross-sections of the numerical model with a north-south cross-section A-A’ and 
northwest to southeast cross-section B-B’.  The cross-sections show the model layering 
honors the conceptual model including the salt dome feature shown in cross-section A-A’, 
and pinch outs as shown in both cross sections (Figure 2.4-31).    

2.5 Node Property Flow (NPF) Package  
The NPF Package and STO Package replace pervious MODFLOW packages that characterize 
the aquifer properties including the Layer Property Flow (LPF), Block-Centered Flow 
(BCF), and Upstream Weighting (UPW) packages.  The NPF Package was used to specify 
aquifer flow parameters (hydraulic properties) and define individual cells as confined or 
convertible for the groundwater domain.  Aquifer flow parameters required by the NPF 
Package include horizontal and vertical hydraulic conductivities.  The parameter values 
were established during calibration using the automated parameter estimation software, 
PEST; this process is discussed further in the Calibration Section (Section 3.0).  The 
approach towards parameterization is discussed here.  

Hydraulic conductivity values for the aquifers in the domain have previously been 
estimated at various locations as noted in the Conceptual Model Report; however, it is 
difficult to partition these values into the various geologic units that comprise each aquifer.  
Estimated distributions of sand fraction within each of the geologic units were therefore 
used to parameterize the hydraulic conductivity for each model layer throughout the 
domain.  Figures 2.5-1 through 2.5-5 show the sand fraction distributions for the Sparta 
Sand (model layer 2), Queen City Sand (model layer 4), Upper Wilcox (model layer 7), 
Middle Wilcox (model layer 8), and Lower Wilcox (model layer 9) units, respectively.  

Sand fraction information was not available for the transmissive units, the Quaternary 
Alluvium (model layer 1) and the Carrizo Sand (model layer 6); or for the aquitards, the 
Welches Formation (model layer 3) and the Reklaw Formation (model layer 5).  A uniform 
value was used to parameterize these units.  The sand fraction value of 0.70 was used for 
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the transmissive units; the sand fraction value of 0.10 was used for the aquitards. Sand 
fractions are summarized in Table 2.5-1. 

Hydraulic conductivity parameterization was conducted as follows.  A higher 
parameterization hydraulic conductivity value was associated with a sand fraction of unity, 
and a lower value was associated with a sand fraction of zero for each geologic layer (the 
assumption being that each geologic unit has its own type of soil or rock and that, within 
each unit, less sand implies higher clay or rock content with an associated lower effective 
hydraulic conductivity).  The horizontal hydraulic conductivity for any computational cell 
in the domain is computed as an average, weighted by the sand fraction value of the cell; 
this provides a linear relationship between the highest and lowest value within each 
geologic unit.  The relationship between sand fraction, parameterized hydraulic 
conductivity values, and model hydraulic conductivity can be written as: 

 

Where hK is the horizontal hydraulic conductivity of a cell; sf  is the sand fraction of a cell; 

sK  is the parameterization hydraulic conductivity value for sand for a geologic unit, and 

cK  is the parameterization hydraulic conductivity value for clay or rock for the geologic 
unit.  For vertical hydraulic conductivity, a weighted harmonic mean value was applied. 
Thus,  

 

Where vK  is the vertical hydraulic conductivity of a cell.  

To understand flow behavior for this parameterization, it is generally noted that the sand 
hydraulic conductivity would govern horizontal flow in the model since the arithmetic 
average tends towards the mid-point value for equal fractions of sand and clay.  The clay 
hydraulic conductivity would generally govern vertical flow in the model since the 
harmonic average tends to be biased towards the lower (clay) conductivity value for equal 
fractions of sand and clay.  

The sand fraction information is stored in the “Leakance” property within Groundwater 
Vistas. When the MODFLOW comment-line includes the phrase “Sand Fractions stored as 
Leakance”, Groundwater Vistas performs the computations for horizontal hydraulic 
conductivity, Kh, and vertical hydraulic conductivity, Kv, for each cell using the formulas 
above to create the NPF datasets.  Note that this computation is also done during PEST 
simulations for calibration.   

The specific storage and specific yield parameters were estimated as uniform within each 
geologic unit.  There is less data available for these parameters and therefore adding 
complexity was deemed unwarranted.  Instead, the influence of these parameters on the 
system and model solution was tested with a sensitivity analysis, discussed in Section 4.0.  
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Faults or flow barriers were not implemented in the calibrated model.  However, the Mount 
Enterprise Fault Zone shown on Figure 2.4-21 (Figure 2.2.2 of the Conceptual Model 
Report) contains displacements along the faults causing inter-unit connections.  
MODFLOW6 handles such connections allowing lateral flow from one geologic layer to 
multiple layers across a fault with displacement.  Groundwater Vistas generates these 
cross-layer connections at the Enterprise Fault location as an “OPTION” under the “vertical 
geometry” tab depending on layer elevations across the fault.  

2.6 Storage (STO) Package 
The STO Package is only used for transient conditions to provide compressible storage 
contributions. The STO package was used in the model to specify the aquifer storage 
parameters which include specific storage and specific yield.  Input for the STO package 
includes the specific storage and specific yield of each model cell. If the STO package is not 
included in the model NAME file, then a steady-state simulation is conducted. The mass 
balance output for the STO package provides information on the confined and unconfined 
components of the total storage. Thus,  

QSTO = QSS + QSy 

Where QSS is the volumetric flow rate from specific storage (L3/T) and QSy is the volumetric 
flow rate from specific yield (L3/T). 

2.7 WEL Package 
The WEL package was used in the model to simulate groundwater pumping wells.  During 
initial model development, raw pumping data from the Conceptual Model Report was input 
into Groundwater Vistas as analytical element wells.  Each well was screened within a 
single model layer as developed from available data in the Conceptual Model.  After 
analyzing the raw pumping data, additional data clean up and the following changes to the 
raw pumping data were applied.   

1. Wells placed in one of the two aquitards (model layers 3 and 5) were moved into the 
layer above; 

2. Pumping records for the years 1981, 1982, and 1983 were not available, thus values 
for these years were established by linearly interpolating between 1980 and 1984; 

3. Pumping outliers were removed for the dataset; and 

4. An apparent shift in the pumping rate that occurred after 1999 was smoothed out for 
data in counties that displayed this pattern. 

Simulations using the corrected data further identified further issues with the pumping or 
water level data.  Specifically, water levels were rising with increasing pumping and vice 
versa at several instances.  Mostly however, the pumping data did not show a general trend 
in pumping changes between 1980 and 2013, while water levels showed a general decline 
at several wells.  The water level datasets were considered to be more reliable because 
pumping numbers in the TWDB database were largely estimates supplied by the districts.  
In addition, it was identified that several counties changed the way they estimated 
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pumping volumes after 1999; these individual practices introduced large inconsistencies 
and uncertainties within the pumping dataset.  Therefore, it was further decided to 
calibrate the pumping variations via PEST on a county-by-county basis.  However, upon 
implementation, it was noticed that the sensitivity of water level changes to variations in 
pumping was very small and therefore the PEST optimization process failed.  Finally, the 
pumping data from the previous GAM (Intera, 2004) model was further examined against 
water levels and it was noted that cumulative increases in pumping within that dataset 
caused appropriate declines in observed water levels.  Therefore, this data was processed 
further for use in the current numerical model.  

Table 2.7-1 compares the total pumping per layer between the raw conceptual model data, 
the corrected conceptual model data, and the current model (based on previous GAM 
model pumping).  The pumping data presented in the previous GAM (Intera, 2004) consists 
of pumping wells in 54,729 model cells and in single model layers.  The previous model 
data represents pumping from 1980 through 2005.  In order to establish pumping rates for 
the time period from 2006 through 2013, the conceptual model pumping data was 
compared to the 2005 value with the assumption that domain wide changes in pumping 
from the 2005 value were appropriate in the conceptual model.  A list of multiplication 
factors was thus generated, which was applied to the 2005 pumping value of the previous 
GAM.  The list of pumping factors is summarized on Table 2.7-2.  Figure 2.7-1 compares the 
original county well data and the pumping data used in the current model.   

Since the previous model does not have a layer representing the alluvium, this model 
update contains no pumping in model layer 1 (Table 2.7-1).  As there is little pumping in 
the alluvium layer in the conceptual model, the loss of pumping in layer 1 is minor.  The 
majority of the pumping in the previous model is in the Carrizo Sand, and the Upper, 
Middle, and Lower Wilcox, which compares well to the original conceptual model pumping 
(Table 2.7-1) at least in terms of bulk cumulative values between 1980 and 2013.   

Each well is screened within a single model layer. Figures 2.7-2 through 2.7-7 show the 
total pumping volume of each well during the model time period for each layer.  There are 
no wells screened within the Weches Formation (model layer 3) or the Reklaw Formation 
(model layer 5), which are aquitards.  Groundwater is pumped from the Queen City Sand, 
Sparta Sand, and Carrizo-Wilcox aquifers for municipal, irrigation, industrial, domestic, and 
stock uses.  Figures 2.7-8a through 2.7-8e show the pumping sums for each county per 
stress period (per year) and hydrostratigraphic unit.  Pumping sums for counties that 
straddle the model boundary do not reflect total pumping from that county but only the 
pumping portion that overlaps the model.  In general, most pumping is from the Upper, 
Middle, and Lower Wilcox stratigraphic units.   

The WEL package of MODFLOW 6 was used to apply a sink within the cell for each pumping 
well.  The sink was applied on an annual stress period for 34 stress periods representing 
1980-2013 conditions.  The WEL Package includes an “AUTOFLOWREDUCE” option that 
ensures that pumping demand does not draw water levels below the bottom elevation of 
the cell. This option is turned on for the simulations and any associated simulated 
reduction in pumping is reported in a “well flow-reduction” file.  All wells were pumping 
their desired volumes during model calibration.  
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2.8 General Head Boundary (GHB) Package 
Flow into or out of the model domain from the southern model boundary was simulated 
using the general head boundary (GHB) package. The GHB package was also used to 
simulate the interaction of the model with the Younger Units which were not explicitly 
simulated.  Figure 2.8-1 shows the modeled GHB locations.  The GHB condition in model 
layer 2 conceptualizes exchange of water with the Younger Units.  The GHB condition in 
model layers 4 and 6 through 9 along the southern model boundary allow flow of water 
into the model domain in the respective aquifers. This accounts for the southern boundary 
not being a natural aquifer boundary.  The heads along the GHB boundaries were set 
according to interpolated head contours in the region and are not changed through time.  
Table 2.8-1 shows the GHB head and conductance values for each layer.  

2.9 RIV Package 
The RIV Package of MODFLOW 6 was used to model the rivers in the model area.  The RIV 
package simulates flow in or out of the aquifer to surface-water features such as canals, 
rivers and streams.  Thus, flow within the surface-water features is not simulated, but the 
groundwater interaction is taken into account.  Figures 2.9-1 through 2.9-5 show the 
annual stream flows at stream gages located on the major rivers in the model domain, 
which include the Trinity River, Neches River, Sabine River, Big Cypress Creek, and Sulphur 
River.  Rivers generally flow from north to south.  The flow difference between stream 
gages was calculated at select river segments with unmanaged flows.  A positive difference 
in season flow means the river is gaining along the reach, and a negative difference in 
seasonal flow means the river is losing along the reach.  The rivers simulated in the model 
are primarily gaining streams. 

Figure 2.9-6 shows the simulated river boundary condition within the model domain.  
River width, bed thickness and bed conductance were taken as 1 foot, 1 foot, and 25 feet 
per day (feet/day), respectively, and the river segment length intersecting each 
groundwater cell was calculated by Groundwater Vistas for computation of the 
conductance coefficient.  The river stage was estimated from the topography and the 
riverbed elevation was taken as a foot below the stage.  

It is noted that preliminary simulations attempted using the STR package of MODFLOW6.  
However, the simulations encountered long runtimes and occasional convergence 
difficulties.  Upon evaluation of the data with controlled releases from the reservoirs, it was 
determined that estimating baseflow numbers for the gaged reaches would be difficult and 
therefore the RIV package would satisfy the objectives considering the available data.  

2.10 RCH Package 
Estimation of recharge as a result of percolation of precipitation was discussed during 
conceptual model development.  Annual average recharge rates were estimated to be up to 
2.5 inches per year over the model area, as described in the Conceptual Model Report.  
Figure 2.10-1 (Figure 2.1.8 of the Conceptual Model Report) shows the model 1980 
recharge rates which represent annual average estimates of recharge within the domain 
and across the various aquifers that crop out at the surface.  Recharge spatial distribution 
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was noted to be generally similar between years, with locations of higher recharge having 
higher recharge throughout the simulation period.  Therefore, the 1980 recharge 
distribution shown on Figure 2.10-1 was used in the model and scaled using a factor to 
represent greater or lower precipitation of subsequent years.  The scaling factors are 
summarized on Table 2.10-1.  Groundwater Vistas allows import of these as “multiplication 
factors” applied to the 1980 recharge conditions and this produces the recharge values for 
years 1981 through 2013 in the model. The recharge values were implemented in 
MODFLOW 6 via the RCH package, with recharge applied to the topmost active cell as 
computed by Groundwater Vistas.   

2.11 EVT Package 
The EVT package of MODFLOW 6 was used to apply evapotranspiration to the model. The 
EVT Package applies a Potential Evapotranspiration (PET) flux (in units of length per time) 
to each associated model cell in the domain.  The actual evapotranspiration flux depends on 
a user-defined PET that is applied to each cell when the water table is at or above the 
“evapotranspiration surface” of that cell (taken equal to the land surface elevation).  The 
PET declines linearly to zero as the water table depth drops down to an “extinction depth”.  

Estimation of PET and the extinction depth are discussed in the conceptual model.  The 
distribution of maximum evapotranspiration rates in the model is shown on Figure 2.11-1.  
Evapotranspiration was applied to the topmost active cell as computed by Groundwater 
Vistas.   

2.12 OC Package 
The Output Control Package of MODFLOW 6 controls how water levels, fluxes and water 
budget information is saved during a simulation.  The Output Control file was set up to save 
these results at the end of each stress period.  Thus, output was provided for the steady-
state 1980 stress-period and at the end of each year of the 1980-2013 transient simulation 
period.  

2.13 IMS Package 
The Iterative Matrix Solver (IMS) package of MODFLOW 6 sets up the solution 
methodologies and linear solver selection for a simulation.  

Nonlinear iterations using the Newton-Raphson linearization scheme were controlled 
using residual reduction and under-relaxation.  The under-relaxation parameters that are a 
default for MODFLOW 6 (the default parameters in Groundwater Vistas interface reflect 
these parameter values) are not very sensitive and were not changed for the simulations.  
The residual reduction parameters are generally tightened when nonlinear convergence 
difficulties are encountered but are relaxed when convergence eases.  Specifically, the 
residual change tolerance term (BACKTRACKING_TOLERANCE) was varied between 
10,000 and 1.1 at various stages of simulation.  The final optimal value selected was 1.1.  

The BiCGSTAB scheme was selected to solve the asymmetric system of linear equations.  
Linear solver parameters that were significant to the simulation included the matrix 
ordering scheme (REORDERING_METHOD), the level of fill (PRECONDITIONER_LEVELS ), 
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and number of orthogonal directions (NUMBER_ORTHOGONALIZATIONS).  These 
parameters were varied depending on convergence behavior during calibration.  Final 
calibrated simulation values were: PRECONDITIONER_LEVELS = 3; the RCM Ordering 
scheme; and NUMBER_ORTHOGONALIZATIONS = 14. The “drop tolerance” scheme was 
used with a drop-tolerance factor (PRECONDITIONER_DROP_TOLERANCE) equal to 1.0x10-

3.  

Solver parameter tuning was done throughout model development and calibration.  This 
was done to make sure that the simulations progressed as quickly as possible at every 
stage of the project.  

3.0 Model Calibration and Results 
The model was constructed as discussed above in Section 2.  As discussed earlier, the 
horizontal and vertical hydraulic conductivities were parameterized in the model using 
sand fraction data for each of the simulated geologic layers and estimates of the hydraulic 
conductivity value for sand and for the remaining material (assumed clay) for each of the 
layers.  Thus, initial estimates were provided for the hydraulic conductivity value for sand 
and clay for each geologic unit, and preliminary simulations were conducted to ensure that 
the model was appropriately assembled and that the simulations perform successfully.  
Initial estimates were also provided for the recharge rates, specific storage and specific 
yield values, and for the general head boundary condition heads and conductivities.  Solver 
parameters were initially adjusted for robustness and efficiency and were tuned 
throughout the calibration process.    

During model calibration, the hydraulic conductivity values for sand and clay were 
adjusted within reasonable parameter value bounds to provide appropriate flow behavior 
in the model domain.  The recharge rate multipliers were adjusted within reasonable 
parameter values to provide appropriate fluctuations in water levels.  The specific storage 
and specific yield values of the units were adjusted within reasonable parameter value 
bounds to provide appropriate magnitude of fluctuations of water levels.  The conductance 
values for the general head boundary conditions in layers 2, 4, and 6 through 9 were 
adjusted within reasonable parameter values to provide appropriate fluxes into and out of 
the model domain.   

The model was calibrated using an interactive expert approach (manual calibration 
evaluations) in conjunction with automatic model calibration using the parameter 
estimation code PEST (Doherty, 2010).  Preliminary model results were first evaluated to 
note model behavior and sensitivity.  Consistency with the conceptual model was also 
evaluated and various adjustments were made to model aquifer parameters or conceptual 
elements until the model was considered calibrated.  

3.1 Calibration Procedures 
Groundwater level elevations were used to constrain the model to observed conditions 
during the simulation period.  Groundwater and surface-water interaction flux estimates 
were used to further evaluate the model calibration.  These fluxes were not used during 
calibration because the baseflow is largely unknown and differences between gages may 
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contain other losses.  Baseflow estimates are better obtained by evaluating the recession 
hydrographs after storms.  

A two-period steady-state model, representing 1980 and 2013 conditions was first 
developed and calibrated using the automatic calibration method PEST.  The two-period 
steady-state model provided short run times, allowing PEST to be used effectively during 
calibration of hydraulic conductivity parameters for widely differing stress conditions.  
Even though it is understood that the system is not at steady state, the water levels change 
very slowly during these times thus providing a good estimate for calibration.  The 
transient model was then calibrated for the 1980 through 2013 period with appropriate 
fluctuations being determined by changes in recharge and pumping, and amplitude of 
water level changes controlled by the storage parameters of the aquifer materials. 
Preliminary transient calibration simulations indicated that there were issues with the 
pumping data as discussed earlier in Section 2.7.  Preliminary sensitivity analyses further 
indicated that wells largely in the unconfined outcrop regions of an aquifer unit responded 
to changes in recharge, while wells in confined regions of an aquifer responded to changes 
in pumping.  This section discusses the methods used to calibrate the model, including 
adjusting the recharge, aquifer parameters, and GHBs.   

3.1.1 Calibration of Recharge  

The recharge rate scaling factors were adjusted during calibration to provide a best fit 
between observed and simulated groundwater levels.  As discussed in the Conceptual 
Model Report, annual average recharge rates were estimated to be up to 2.5 inches per 
year over the model area with recharge being proportional to the hydraulic conductivity of 
the outcrop material.  The 1980 recharge distribution was used in the first stress period of 
the transient simulation, with scaling of that recharge for each subsequent year.  The 
multiplication factors were manually adjusted during calibration to better simulate water 
level elevation fluctuations at observation wells that responded to recharge mainly in 
outcrop areas of aquifer units where there is a strong correlation between water level 
elevation fluctuations and recharge.  The calibrated recharge multiplication factors are 
summarized on Table 3.1-1.  These values average to unity over the simulation period as 
they do for the original estimates of Table 2.10-1.  

3.1.2 Calibration of Aquifer Parameters 

The hydraulic conductivity parameters for sand and clay were adjusted during calibration, 
to provide a best fit between observed and simulated groundwater levels.  As described in 
Section 2.5, estimated distributions of sand fraction within each of the geologic units were 
used to parameterize the hydraulic conductivity for each model layer throughout the 
domain.  The hydraulic conductivity of the sand is stored as the horizontal hydraulic 
conductivity for each layer and the hydraulic conductivity of clay is stored as the vertical 
hydraulic conductivity for each layer in Groundwater Vistas with formulas that compute 
the combined horizontal and vertical hydraulic conductivities depending on the 
composition of sand and clay at a location.   

The hydraulic conductivity parameters for sand and clay were adjusted manually and by 
automatic calibration using PEST.  The two-period steady-state model was used for the 
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PEST simulations and the transient model was used during focused manual calibration 
evaluations.  The storage terms were noted to be insensitive overall, and mainly affected 
the nature and magnitude of fluctuations in simulated water levels.  The storage coefficient 
and specific yield were adjusted manually resulting in 3.898 x 10-8 and 0.0007, 
respectively.  The low specific yield values indicate that there may be partial confinement 
of the aquifer systems even in the outcrop regions.  

Table 3.1-2 shows the parameterized hydraulic conductivity values for sand and clay 
within the various geologic units in the calibrated model.  These parameters along with 
sand fraction distributions provide the calibrated horizontal and vertical hydraulic 
conductivity distributions for the various geologic units as shown in Figures 3.1-1 through 
3.1-10 and summarized on Table 3.1-2.  For the Quaternary Alluvium (model layer 1) and 
the Carrizo Sand (model layer 6), the sand fraction was assumed to be uniform at 0.7 
providing the calibrated horizontal hydraulic conductivity values of 6.56 feet/day and 0.12 
feet/day, respectively, and calibrated vertical hydraulic conductivity values of 5.87 
feet/day and 0.04 feet/day, respectively.  For the Weches Formation (model layer 3) and 
the Reklaw Formation (model layer 5), the sand fraction was assumed to be uniform at 0.1, 
providing the calibrated horizontal hydraulic conductivity values of 6.08 feet/day and 0.1 
feet/day, respectively, and calibrated vertical hydraulic conductivity values of 1.08e-4 
feet/day and 8.63e-6 feet/day, respectively.  

The calibrated horizontal hydraulic conductivity values for the Sparta Sand (model layer 2) 
ranged from 0.15 to 2.78 feet/day and that of the Queen City Aquifer (model layer 4) 
ranged from 1.05 to 1.95 feet/day.  The calibrated vertical hydraulic conductivity values for 
the Sparta Sand (model layer 2) ranged from 7.7e-6 to 1.5e-4 feet/day and that of the 
Queen City Aquifer (model layer 4) ranged from 1.03 to 1.90 feet/day.  The calibrated 
horizontal hydraulic conductivity units of the Wilcox Aquifer (Upper, Middle, and Lower 
Wilcox) (model layers 7, 8, and 9) ranged from 0.12 to 18.05 feet/day.  The calibrated 
vertical hydraulic conductivity units of the Wilcox Aquifer (Upper, Middle, and Lower 
Wilcox) (model layers 7, 8, and 9) ranged from 4.3e-5 to 15.25 feet/day. 

The calibrated hydraulic conductivity values were compared to the estimated hydraulic 
conductivity values presented in the Conceptual Model Report in Section 4.5 (Montgomery 
and Associates, 2018).  Table 3.1-2 summarizes the range of calibrated hydraulic 
conductivity values and the estimated horizontal hydraulic conductivity range and 
geometric mean for each layer.  The calibrated modeled horizontal hydraulic conductivity 
values are within the range of the estimated values. However, some of the calibrated values 
are on the lower side of the estimated range.  The calibrated horizontal hydraulic 
conductivity values for the Sparta Sand (model layer 2) and Carrizo Sand (model layer 6) 
are lower than the estimated range.  The calibrated horizontal hydraulic conductivity 
values for the remaining layers are within the estimated range, with the Weches Formation 
(model layer 3), and the Upper, Middle, and Lower Wilcox Aquifer (model layers 7, 8, and 
9) calibrated horizontal conductivity values matching the estimated geometric mean, as 
shown on Table 3.1-2.  Additional work may be needed to further correlate appropriate 
hydraulic conductivity zones with sand fraction distributions as noted in Section 7 which 
outlines further suggested research to improve understanding of flow.  
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3.1.3 Calibration of GHB 

The GHB conductance was adjusted during calibration to provide a best fit between 
observed and simulated groundwater levels.  As described in Section 2.8, The GHB controls 
flow in or out of the model domain along the southern model boundary.  GHBs were using 
in model layers 2, 4, and 6 through 9.  The heads along the GHB boundaries were set 
according to interpolated head contours in the region and the conductance values were 
adjusted using PEST and the two-period steady-state model.  Table 2.8-1 shows the 
calibrated GHB head and conductance values and associated model cell number and 
hydraulic features.  GHBs were also used to represent interaction of the Sparta Sand with 
the overlying Younger Units. Preliminary values of the GHB conductance were retained 
through calibration.  Since the GHB water levels were kept constant through the calibration 
process, wells within the Sparta Sand beneath the Younger Units show little simulated 
fluctuations if any.   

3.2 Model Simulated Versus Measured Heads 
Groundwater level elevations were used to constrain the model to observed conditions 
during the simulation period.  This section discusses the development of the water level 
elevation target data set and the various qualitative as well as quantitative measures that 
were used to evaluate the simulated water level elevations.   

3.2.1 Water Level Elevation Targets 

A total of 19,765 water level elevation records from 1,859 wells are within the model 
domain, in the simulated model layers (Younger Units, Midway Group, and Older Units are 
not simulated), and during the simulated model timeframe (1980 through 2013).  250 
water level elevation records from 104 wells were removed due to following questionable 
data flags. 

 pumping-level measurement;  

 presence of oil and grease in well;  

 possible incorrect well identification;  

 flooding/runoff into the well casing;  

 air leak in the sampling line;  

 re-completion in different zone;  

 well bridged or caved;  

 previously flagged as questionable; and  

 well water levels previously marked for exclusion. 

The data was further evaluated to note well elevations compared to water level elevations.  
There were wells with water level elevations below the bottom of the assigned layer or 
where water level elevations were below the top of the assigned layer in regions where the 
aquifer was confined.  These water levels were moved into an appropriate aquifer layer 
below such that the data is realistic.  The observed water level dataset (target dataset) used 
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for the model therefore consists of 18,606 water level elevation records from 1,797 wells.  
The observed water level wells are present in all model layers except for the two layers 
representing the aquitards (Weches and Reklaw Formations, model layers 3 and 5).  
Distribution of wells in each layer is shown on Figures 3.2-1 through 3.2-7.  The number of 
observed water level measurements at each well location is also shown.  

The target dataset was further evaluated for additional quality control issues that may 
warrant applying a weight to individual water level elevation records.  A weight factor 
applied to a water level measurement represents a measure of uncertainty in the data.  A 
weight factor was applied for the following conditions. 

 Reported recent pumping;  

 nearby pumping;  

 possible recharge activities nearby; 

 measurements from ground surface prior to wellhead completion;  

 wet or leaking casing; and  

 tape does not fall freely in well;  

 well screened across multiple model layers;  

 and wells with a single water level measurement.   

A weight factor of 0.7 was applied to water level elevation records with a single condition.  
However, in the case that more than one condition applied to a water level elevation 
record, the cumulative weighting factor was assigned as 0.5.  Data without quality issues or 
multi-layer screens were given a weight of 1.  It is possible for a given well to have water 
level elevation records with varying weights.  However, most records have a weight of 1.  
Within the target dataset, 1,739 records from 717 wells have a weight of 0.7; 585 records 
from 569 wells have a weight of 0.5; and 16,282 records from 707 wells have a weight of 1.  

Although the target dataset set consists of 18,606 water level elevation records, the model 
targets consist of 18,421 water level elevation records.  Water level elevation records were 
averaged for the 1980 steady-state stress period for each well, resulting in 185 less records 
for calibration.  The water level elevation records with target weights and aquifer type 
designation are shown on Table 3.2-1.   

3.2.2 Simulated Versus Observed Heads 

Table 3.2-2 shows the summary for weighted head calibration statistics for the steady-state 
model representing 1980 conditions, and for the steady-state model representing 2013 
conditions.  The residual mean of 5.97 is relatively close to zero, indicating a good 
calibration and no overall bias in the calibration.  The absolute residual mean was 30.83 
feet and the RMS error was 44.91 feet.  Table 3.2-3 shows the summary for weighted head 
calibration statistics for the transient simulation period for 1980 through 2013 conditions.  
The residual mean of -9.10 feet is slightly negative indicating simulated water level 
elevations are slightly higher than observed overall.  However, given the large range of 
water level elevation measurements of 901.4 feet, the residual mean is relatively close to 
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zero, indicating a good calibration.  The absolute residual mean was 47.05 feet and the RMS 
error was 70.0 feet.  The standard deviation of 69.4 feet is less than 10% of the range of 
observed values, indicating a good calibration.  Table 3.2-4 shows the summary for the 
weighted head calibration statistics for the transient simulation period for 1980 through 
2013 conditions for each model layer.  The Upper, Middle, and Lower Wilcox (model layers 
7, 8, and 9) calibration statistics indicate these layers have the best calibration.  The Queen 
City Sand (model layer 4) calibration statistics indicate this layer has the worst calibration 
as simulated water level elevations are higher than observed.  The Queen City Sand is 
between two aquitard layers.  The steady-state and transient error statistics are less than 
10% of the range of observations which is generally considered a reasonably good 
calibration.  This number could not be improved further considering all the uncertainties in 
pumping and water level measurement locations discussed in Sections 2.7 and 3.2.1 
respectively.  All residuals are computed as observed minus simulated metrics.  Thus 
positive residuals indicate that simulated water levels are lower than observed, while 
negative residuals indicate that simulated water levels are higher than observed.  

A transient 1980 through 2013 simulation was performed for this domain using the 
MODFLOW-NWT code, with the 1-mile by 1-mile parent grid and parameterization from 
the calibrated model.  This simulation was performed to evaluate the impact of coarser 
discretization on the calibration metrics.  The residual mean was -7.9 feet, the Absolute 
Residual Mean was 48.1 feet, and the RMS error was 70.8 feet which are all similar to the 
respective values in Table 3.2-3.  This indicates that the finer discretization did not affect 
calibration given the coarseness of pumping estimates even though it provides finer 
resolution around the stream locations, to better capture riparian head values and the 
stream-aquifer interaction.  

Figure 3.2-8 shows the observed versus simulated water levels for the steady-state 1980 
and 2013 conditions while   Figure 3.2-9 s and Figure 3.2-10 separate this information into 
confined and unconfined water levels.  The left panel shows the 1980 regression plot while 
the right panel shows the 2013 regression plot.  For the steady-state conditions, the results 
tightly surround the best-fit line with no noticeable bias across the range of observations.  
The regression coefficient (R2) for the three plots are all greater than 0.9, indicating a good 
match between observed and simulated water levels for both confined and unconfined 
conditions.  

Figure 3.2-11 shows the regression plot of observed versus simulated water levels for the 
entire 1980 through 2013 transient simulation period.  Figure 3.2-12 shows the confined 
water level regression plot and Figure 3.2-13 shows the unconfined water level regression 
plot for the 1980 through 2013 simulation period.  The 1980 through 2013 simulation 
results tightly surround the best-fit line with no noticeable bias across the range of 
observations.  The regression coefficient (R2) for the three plots are all greater than 0.9, 
indicating a good match between observed and simulated water levels of the transient 
simulation for both confined and unconfined conditions.  Figure 3.2-14 shows the 
unconfined water levels for the 1980 through 2013 simulation period and categorizes the 
unconfined targets as those outcropped and those overlain by the Quaternary Alluvium 
(model layer 1).  There is no bias noted for unconfined targets outcropped or those 
overlain by Quaternary Alluvium.   
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Figures 3.2-15a through 15c show the observed versus simulated water levels for the 1980 
through 2013 simulation period for each aquifer layer.  The regression coefficient (R2) for 
the plots range from about 0.84 to 0.99, indicating a good match between observed and 
simulated values in all layers.  The Queen City Sand (Layer 4) showed the poorest match 
with a regression coefficient of 0.84 while all other aquifer layers had regression 
coefficients above 0.95.  

3.2.3 Spatial Distribution of Residuals 

The spatial distribution of head residuals for the 1980 through 2013 simulation period are 
shown on Figure 3.2-16.  The residual values plotted are an average of all residuals (from 
1980 to 2013) at each well.  Target wells without quality control issues, with an average 
weight of 1 are shown; these are 541 of the 1,797 total targets used for model calibration.  
Residuals at these wells range from -249 to 257 feet.  The largest cluster of negative and 
positive residuals occur in Rusk, Smith, and Van Zandt Counties indicate that these could 
possibly be resolved by a finer resolution on sand and clay categorization to give 
heterogeneity at a finer scale or better definition of pumping locations than that 
implemented from the previous GAM (Intera, 2004).  These counties also have high 
pumping rates as shown on Figures 2.7-2 through 2.7-7.  Negative and Positive residuals 
are evenly distributed across the model domain with no noticeable bias.  

3.2.4 Water Level Hydrographs 

Figures 3.2-17 through 3.2-23 show the observed and simulated hydrographs for select 
wells with observations spanning the simulation period from 1980 through 2013 within 
the various aquifer units.  Observed water level fluctuations are noted to be generally 
similar in frequency and amplitude.  Simulated water level elevations match well to 
observed in the Quaternary Alluvium (model layer 1), except for the well in Caddo County, 
where simulated water levels are than observed; also simulated water level fluctuations 
are higher than observed at the Caddo County well, as shown on Figure 3.2-17.  Simulated 
water level elevations in the Sparta Sand (model layer 2) are higher and lower compared to 
observed, depending on the location. However, fluctuations are of similar magnitude, as 
shown on Figure 3.2-18.  Simulated water level elevations in the Queen City Sand (model 
layer 4) are generally lower than observed to the north and higher to the south, but general 
water level trends and fluctuations match observed trends and amplitudes, as shown on 
Figure 3.2-19.  Simulated water level elevations in the Carrizo Sand (model layer 6) are 
generally lower than observed water level elevations, except for Cass County where 
simulated and observed water levels match well and Leon county where simulated water 
levels are greater than observed, as shown on Figure 3.2-20.  Simulated water level 
elevations in the Upper Wilcox (model layer 7) are generally lower than observed water 
level elevations, except for Sabine and Rusk Counties where simulated and observed water 
levels match well, as shown on Figure 3.2-21.  Frequency and amplitude of fluctuations are 
similar at most wells except the well in Leon County where simulated water level declines 
are smaller than measured.   Simulated water level elevations in the Middle Wilcox (model 
layer 8) generally match well to observed water level elevations, except for Camp county, 
where the simulated water levels do not follow the observed water level trend, as shown 
on Figure 3.2-22.  A better definition of increase in pumping through time in that area 
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would better match the observed decline in water levels during the simulation period.  
Simulated water level elevations in model layer 9 are higher than observed at some wells 
and lower in others, as shown on Figure 3.2-23.  The simulated water level elevations in 
Panola County show a dip in 2003 that is not shown in the observed data.  Appendix A 
provides water level hydrographs for target wells with no quality control issues (all water 
level elevations with a calibration target weight of 1) and also containing 30 or more 
observed water level elevations at the well.  

3.2.5 Simulated Water Levels 

Figures 3.2-24 through 3.2-32 show the simulated water level elevations in the 9 modeled 
layers, respectively, at the end of the simulation period in 2013.  Water level elevations 
show water flows generally to the southern boundary in all layers.  Model layer 1, 
representing the Quaternary Alluvium, reflects flow in the river channels, as shown on 
Figure 3.2-24.  Water level contours in deeper units show drawdown cones at pumping 
wells.  The northern portion of the Queen City sand shows numerous water level 
nonconformities Figure 3.2-28.  There is a large simulated cone of depression extending 
across Angelina and Nacogdoches Counties in the Carrizo Sand and Wilcox Aquifers (layers 
6 through 9), as shown on Figure 3.2-29 through 3.2-32.  Slightly smaller drawdown cones 
are noted in Smith County within the Carrizo Sand and Wilcox Aquifers (model layers 6 
through 9).  

Figures 3.2-33 through 3.2-41 show the change in water levels within each layer from 1980 
to 2013.  Generally, water level changes in the upper four layers, the Quaternary Alluvium 
(model layer 1) to the Queen City Sand (model layer 4), are small with most changes within 
10 feet and limited pockets of greater water level change such as in Wood County, as shown 
on Figures 3.2-33 through 3.2-36.  Generally, water level changes in the lower five layers, 
the Reklaw Formation (model layer 5) to the Lower Wilcox (model layer 9), are larger with 
a large area in the northern portion of the model, centered about Smith County and 
extending southward, showing groundwater levels decreasing up to 50 feet, as shown on 
Figures 3.2-37 through 3.2-41.  Another significant change in water level elevations occurs 
in Arkansas, in Miller County, located in the northernmost corner of the model.  In this area, 
groundwater levels decrease which are greater with depth, up to 500 feet of decrease in the 
Middle Wilcox (model layer 8), as shown on Figure 3.2-40.  The remainder of the model 
domain shows relatively stable water levels from 1980 to 2013.  There is a general area of 
groundwater mounding between 1980 and 2013 centered about Nacogdoches and 
Angelina Counties within the Reklaw Formation, Corrizo Sand, and Upper Wilcox (model 
layers 5, 6, and 7), as shown on Figures 3.2-37 through 3.2-39, with largest rebound of over 
60 feet in the Carrizo Sand (model layer 6). 

Figures 3.2-42 through 3.2-47 compare simulated groundwater level elevation contours 
from the end of the model simulation period, 2013, to the Conceptual Model groundwater 
level elevation contours using 2015 data previously presented in the Conceptual Model 
Report (Montgomery and Associates, 2018).  The Conceptual Model Report used observed 
data to interpolate the 2015 groundwater level elevation surface.  The 2015 groundwater 
level elevation surface for this discussion is referred to the observed groundwater level 
elevations.  Comparisons are provided for the Sparta Sand, Queen City Sand, Carrizo Sand, 
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and Wilcox Aquifer (model layers 2, 4, 6, 7, 8, and 9).  Even though comparisons are made 
between 2013 modeled conditions and 2015 observed conditions there is minimal change 
in average water level conditions between the two years.  

The Sparta Sand (model layer 2) conceptual contours are uncertain over much of the layer, 
as indicated on Figure 3.2-42 using dashed lines.  Generally, 2013 simulated groundwater 
level elevations are consistent with the elevations of the observed 2015 water level surface 
with similar gradients pointed in the southward direction.  The Queen City Sand (model 
layer 4) 2013 simulated and 2015 observed groundwater contours are similar, and both 
show southward flow, as shown on Figure 3.2-43.  The 2015 observed pumping centers 
near Wood and Cherokee Counties are not clearly present in the 2013 simulated contours, 
however, the two-year time difference between the observed and simulated contours may 
account for some of these differences.  The Carrizo Sand and Upper Wilcox (model layers 6 
and 7) observed and simulated contours match more closely in terms and both show 
pumping centers in Nacogdoches and Smith Counties with elevations of similar values, 
showing flow to the south, as shown on Figures 3.2-44 and 3.2-45.  

The Middle and Lower Wilcox (model layers 8 and 9) 2015 observed contours are 
uncertain in the south portion of the model, as shown on Figures 3.2-46 and 3.2-47.  In the 
Middle Wilcox (model layer 8), the 2013 simulated contours show similar features as the 
2015 observed contours, including an elevation trough in the southern portion of the 
model, pumping in Smith County, and areas of groundwater mounding in Rusk and 
Harrison Counties, shown on Figure 3.2-46, though a cone of depression indicated by data 
in Cass County was not simulated.  The Lower Wilcox (model layer 9) 2013 simulated 
contours show details such as areas of pumping and areas of groundwater mounding not 
captured in the 2015 observed contours, however, most of the 2015 contours are uncertain 
in the Lower Wilcox within the model domain, as shown on Figure 3.2-47.  

3.3 Model Simulated Versus Measured Baseflow 
Surface-water/groundwater fluxes were used to constrain the model.  The major rivers in 
the model domain were simulated with the RIV package as described in Section 2.9.  
Figures 2.9-1 through 2.9-5 show the annual flows at stream gages located on the major 
rivers in the model domain, which include the Trinity River, Neches River, Sabine River, Big 
Cypress Creek, and Sulphur River.  The flow difference between stream gages was 
calculated at select river segments with unmanaged flows.  A positive difference in flow 
signifies the river is gaining along the reach, and a negative difference in flow signifies the 
river is losing along the reach.  The rivers simulated in the model are primarily gaining 
streams.   

Measured stream gage data was used to evaluate simulated surface-water/groundwater 
fluxes.  However, since the model does not simulate surface water flow, the flux between 
river and groundwater was evaluated qualitatively.  Figure 3.3-1 shows the simulated flux 
between the simulated rivers and the groundwater in the model domain.  A negative flux 
value indicates a gaining reach and a positive flux value indicates a losing reach.  Most of 
the reaches shown on Figure 3.3-1 are gaining, which matches measured gage data, as 
shown Figures 2.9-1 through 2.9-5.  In addition, the simulated water budget for river inflow 
and outflow was evaluated.  Figure 3.3-2 shows the inflow from the river boundary 
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condition, outflow to the river boundary condition, and net river gain.  The inflow from the 
river boundary condition, which represents water flowing from the river boundary 
condition into groundwater, is flat during the simulation period, with an average of 
approximately 38,000 acre-feet per year (acre-feet/year).  The outflow to the river 
boundary, which represents water flowing from groundwater into the river boundary 
condition, varies during the simulation period, with an average of approximately 260,000 
acre-feet/year.  The net flux from the groundwater to the river boundary condition average 
of approximately 222,000 acre-feet/year.  Measured stream gage fluxes cannot be directly 
compared to simulated fluxes, as measured stream gage data is not measuring base flow.  
However, the measured and simulated river flux both result in gaining stream conditions.  

3.4 Model Simulated Water Budgets 
The water budget for steady-state 1980 simulation is show in Table 3.4-1.  The largest 
inflow in the model domain (besides internal flow between layers) is recharge contribution 
in all layers and especially within the Quaternary Alluvium (model layer 1).  Simulated 
rivers contribute a minor amount of inflow into the Quaternary Alluvium (model layer 1) as 
does the GHB into the Sparta sand and Carrizo Sand (model layers 2 and 6).  Within the 
1980 simulation, the largest total outflows (besides internal layer outflows) are to the 
simulated rivers in the Quaternary Alluvium (model layer 1), followed by 
evapotranspiration and groundwater pumping.  Although total extraction of groundwater 
not the largest outflow for the steady-state 1980 simulation period, it is the largest outflow 
in the Carrizo Sand and Wilcox Aquifers (model layers 6, 7, 8, and 9). 

The water budget for the transient simulation from 1980 through 2013 is shown in Figure 
3.4-1 and summarized in Table 3.4-2.  The largest model inflows and outflows are similar 
to those in the steady-state 1980 simulation.  Inflows and outflows are dominated by 
recharge for inflow and rivers and evapotranspiration for outflow.  Within individual 
layers, outflow was dominated by groundwater extraction in the Carrizo Sand and Wilcox 
Aquifers (model layers 6, 7, 8, and 9).  Storage provided a negligible amount of inflow and 
outflow across the model. 

Figure 3.4-1 shows how the water budget fluctuates during the simulation period.  
Recharge (inflow), is the largest component in the model water budget, and showed the 
greatest changes year to year.  Recharge over time did not display a noticeable trend from 
1980 to 2013 although recent drought conditions were reflected as an extended period of 
decreasing flux (2004 to 2012).  River and evapotranspiration (outflows) showed some 
variability with time.  Drought conditions were also reflect in the river and 
evapotranspiration water budget components with declining flows between 2004 and 
2012.  Groundwater extraction did not vary significantly year to year but showed an 
increasing trend from 1980 to 2013.  Other inflow and outflow components were generally 
consistent across the model time interval and generally smaller in magnitude. 

4.0 Sensitivity Analyses 
A sensitivity analysis was conducted on the calibrated model to determine the impact of 
conceptual or parameter changes to the calibration results.  The current section discusses 
the sensitivity analyses to calibration.  
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4.1 Procedure of Sensitivity Analysis 
Sensitivity analyses were performed to evaluate the effects of hydraulic conductivity, 
pumping, recharge, evapotranspiration, and specific yield.  Both transient and steady-state 
analyses were performed to evaluate parameters that have a high impact on calibration.   

Evaluation of sensitivity was qualitative for the transient 1980-2013 model sensitivities. 
The parameters tested were evaluated by comparing water level hydrographs from the 
sensitivities to the calibrated model and observed values.  The evaluated 
parameters/stresses included: a no-pumping case, a simulation with constant recharge, 
and a sensitivity simulation on the specific yield value. 

Evaluation of sensitivity was quantitative for the two-period steady-state model sensitivity 
analyses.  Recall that the two stress periods reflect 1980 and 2013 stress conditions.  The 
evaluated parameters included: hydraulic conductivity, recharge, evapotranspiration, and 
pumping.  For these sensitivities, the parameter values were raised and lowered by 
prescribed factors and the change in model calibration errors were evaluated for each case. 
These parameters were then categorized into high, medium and low sensitivity groups 
considering the change in the calibration statistics resulting from the change in the 
parameter value.  The possible “sensitivity types” are defined by ASTM (1994, 2000) and 
are used for uncertainty evaluations of the predictive analyses.  The sensitivity types 
categorize how parameters change the model calibration versus changing the model 
predictions and are as follows:  

Type I sensitivity is defined for parameters that cause insignificant changes to the 
calibration residuals as well as to model conclusions/predictions of interest.  Type I 
sensitivity is of no concern because regardless of the value of the input, the prediction is 
also insensitive.  

Type II sensitivity is defined for parameters that cause significant changes to the 
calibration residuals but are not sensitive to model conclusions/predictions of interest.  
Type II sensitivity is of no concern because the prediction is not sensitive to the calibration.  

Type III sensitivity is defined for parameters that cause significant changes to the 
calibration residuals as well as to the model conclusions/predictions.  Type III sensitivity is 
of no concern because even though the model’s predictions change as a result of variation 
of the input variable value, the calibration residuals are also sensitive, and the model 
becomes uncalibrated as a result.  Thus, model calibration ensures that the predictions 
considered are appropriate for the modeled system.  

Type IV sensitivity is defined for parameters that cause insignificant changes to model 
calibration residuals but significant changes to the model predictions.  Type IV sensitivity is 
of concern because over the range of that parameter in which the model can be considered 
calibrated, the conclusions/predictions of the model can change.  Additional data collection 
for such parameters can help narrow the band of uncertainty in the prediction.  

Based on the model calibration statistics alone, parameters with low residual mean, 
absolute residual mean head, or RMS error were categorized as possible Sensitivity Type I 
or IV.  Parameters with high residual mean, absolute residual mean head, or RMS error 
were categorized as possible Sensitivity Type II or III.  Following the completion of 



Texas Water Development Board Contract Number #1548301854 

24 

predictive model simulations, if parameter changes result in large prediction changes, 
parameters of Type I or IV will be classified as Type I and those with small prediction 
changes will be classified as Type IV.  The Type IV sensitivity indicates that predictions 
would be more accurate for better estimates of that parameter even though the parameter 
may not affect calibration.  

4.2 Results of Sensitivity Analysis 
For parameters evaluated using the two-period steady-state model, the sensitivity model 
statistics, absolute residual mean head, the residual mean head, and the RMS head error, 
were compared to the calibrated steady-state model.  The absolute residual mean head and 
residual mean head indicate sensitivity of the residuals to the parameter value showing 
whether the heads have overall increased or decreased as a result of the parameter change.  
The RMS head error sensitivity indicates how the spread in observed versus modeled 
water levels has changed.   

For parameters evaluated using the transient model, the evaluation of sensitivity utilized 
groundwater hydrographs.  Detailed discussions of each parameter evaluation are 
provided below.  

4.2.1 Sensitivity to Aquifer Hydraulic Conductivity Parameters 

Sensitivity of the model calibration to hydraulic conductivity values of the various geologic 
units was evaluated for the two-period steady-state model.  The transient time periods 
were not considered as they do not add to the evaluation.   

The parameter sensitivity study was conducted by using the automated sensitivity analysis 
option in Groundwater Vistas Version 7.24 (Rumbaugh and Rumbaugh, 2020).  The 
automated sensitivity evaluated the stead-state model while adjusting hydraulic 
conductivity one layer at a time.  The sand and clay hydraulic conductivities for each layer 
were evaluated individually as separate simulations.  For each layer, sand and clay 
hydraulic conductivity values were multiplied by factors of 0.3, 0.7, 1.3, and 1.7.  The 
factors of 0.3 and 1.7 represent a 70% reduction and increase in the hydraulic conductivity, 
while the factors of 0.7 and 1.3 represent a 30% reduction and increase in the hydraulic 
conductivity.  The automated sensitivity analysis calculated the calibration statistics for 
each parameter change and compiled the results in the autosens.out file.   

Most model layers were not sensitivity to changes in sand or clay hydraulic conductivity; 
however, those that were showed various degrees of sensitivity.  Figures 4.2-1 and 4.2-2 
show the absolute residual mean for the hydraulic conductivity sensitivity and Figures 4.2-
3 and 4.2-4 show the RMS head error for the hydraulic conductivity sensitivity.  For the 
sand sensitivities, which generally control the horizontal hydraulic conductivity, the Middle 
Wilcox (model layer 8) had the greatest sensitivity, followed by the Lower Wilcox (model 
layer 9), as shown on Figures 4.2-1 and 4.2-2.  The Queen City Sand (model layer 4) showed 
a slight improvement in model calibration with a decrease in sand hydraulic conductivity.  
The remaining layers showed little to no sensitivity to increases or decreases in the sand 
hydraulic conductivity.  For the clay sensitivities, which generally control the vertical 
hydraulic conductivity, the Upper Wilcox (model layer 7) had the highest sensitivity, 
followed by the Middle Wilcox (model layer 8) and Reklaw Formation (model layer 5), as 
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shown on Figure 4.2-3 and 4.2-4.  The remaining layers showed little to no sensitivity to 
increases or decreases in the clay hydraulic conductivity.   

Table 4.2-1 categorizes the sensitivity simulations into low, medium and high sensitivity 
values.  Parameters with low, medium, or high sensitivity to calibration based on the 
absolute residual mean head and RMS error were categorized as possible Sensitivity Type 
II or III.  These included the sand hydraulic conductivities for the Queen City Sand, the 
Middle Wilcox, and the Lower Wilcox (model layers 4, 8, and 9), and the clay hydraulic 
conductivities for the Reklaw Formation, the Upper Wilcox, and the Middle Wilcox (model 
layers 5, 7, and 8).  The remaining layers showed little to no sensitivity to increases or 
decreases in the sand or clay hydraulic conductivity values and were therefore categorized 
as possible Sensitivity Type I or IV.   

4.2.2 Sensitivity to Model Stresses Using the Two-Period Steady-State Model 

The sensitivity of the model calibration to recharge, evapotranspiration, and groundwater 
pumping was evaluated to note the impact of variations of these parameters on the 
calibrated model.  These sensitivity analyses were conducted using the two-period 1980 
and 2013 steady-state model.  In addition, the transient model was used to evaluate the 
effect of no pumping and of constant recharge on simulated water level elevations.  

For each steady-state sensitivity analysis, the stress values were multiplied by factors of 
0.3, 0.7, 1.3 and 1.7 to note the impact on calibration errors.  The factors of 0.3 and 1.7 
represent a 70% reduction and increase in the respective flux values, while the factors of 
0.7 and 1.3 represent a 30% reduction and increase in the respective flux values.  

The mean head residual and the RMS head error were evaluated to establish model 
behavior.  The mean head residual indicates sensitivity of the residuals to the parameter 
value showing whether the heads have overall increased or decreased as a result of the 
parameter change.  The RMS head error sensitivity indicates how the spread in observed 
versus modeled water levels has changed.  

Figure 4.2-5 shows the steady-state sensitivity to the mean head residual to recharge, 
evapotranspiration rate, and groundwater pumping.  Recharge has the largest impact on 
the mean head value computed at the target groundwater cells, while the 
evapotranspiration rate had the smallest impact.  

Figure 4.2-6 shows the steady-state sensitivity of recharge, evapotranspiration rate, and 
groundwater pumping to the RMS head error.  The largest sensitivity again was to 
recharge.  Evapotranspiration rate did not impact the RMS head error by any appreciable 
amount.  

Evapotranspiration showed no sensitivity as reflected in the residual mean and RMS error, 
which categorizes evapotranspiration as possible Sensitivity Type I or IV, as shown on 
Table 4.2-1.  Recharge and pumping resulted in high and medium sensitivity as reflected in 
the residual mean and RMS error, which categorizes these parameters as possible 
Sensitivity Type II or III, as shown on Table 4.2-1.  If predictive sensitivity simulations for 
evapotranspiration indicate large prediction changes, evapotranspiration will be classified 
as Sensitivity Type IV, indicating that predictions would be more accurate for better 
estimates of this parameter even though it may not affect the calibration.  It is further noted 
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that the model water level statistics were sensitive to recharge decreases but not to 
increases in recharge.  This is because baseflow and evapotranspiration fluxes increase to 
compensate, with only small increases in water levels.  

4.2.3 Sensitivity to Model Stresses Using the Transient Model 

The transient model was used to evaluate the effects of no pumping and constant recharge.  
The no pumping model in comparison to the calibration simulation indicates impact of 
pumping and their fluctuations on water levels.  The constant recharge model in 
comparison to the calibration simulation indicates impact of recharge fluctuations on water 
levels.  Figures 4.2-7 through 4.2-13 show the hydrographs at select wells for these 
sensitivity studies.  The transient model with no pumping generally results in increased 
water levels, which at a few observation wells, improved calibration, as shown on Figures 
4.2-7 through 4.2-13.  This could be indicative of pumping within the wrong layer at those 
locations.  In addition, the no pumping sensitivity resulted in dampened water level 
fluctuations at some of the observation wells.  The transient model with a constant 
recharge rate generally resulted in the same magnitude of water level elevations, but with 
dampened water level fluctuations at most of the observation wells and some showing no 
water level fluctuations.  Sensitivities reveal both pumping and recharge stresses 
contribute to water level fluctuations.  In general, unconfined aquifer water level 
fluctuations are primarily controlled by variations in recharge; and confined aquifer water 
level fluctuations are primarily controlled by variations in pumping rates, as shown on 
Figures 4.2-7 through 4.2-13. 

4.2.4 Sensitivity to Aquifer Storage Properties 

A sensitivity analysis was conducted to note the impact of aquifer storage properties on 
water level fluctuations in the domain.  Since the focus of this sensitivity was to evaluate 
water fluctuations and not calibration, the transient model was used, and the results were 
not categorized as ASTM sensitivity types.  To evaluate the effect of the specific yield, 
specific yield was increased from 0.0007 to 0.05 for the transient model.   

Figures 4.2-7 through 4.2-13 show the hydrographs at select wells for this sensitivity study.  
Water level fluctuations are generally dampened for the sensitivity simulation with 
increased specific yield, as compared to the calibrated simulation.  Within the model 
calibration results, most simulated water level elevations at unconfined and confined 
monitoring well locations exhibit this flattened response.  However, the general trends in 
the hydrographs for calibration and specific yield simulations are similar indicating the 
storage parameters are not very significant to the calibrated simulation.  Also, considering 
the annual time scale of evaluation for model stress periods, water level fluctuations are 
generally more dampened due to dampening of peak stresses into average values. 

5.0 Modeling Limitations 
Several simplifications, assumptions, and approximations have been made in developing 
the Northern QCSCW model.  Representation of the domain by discrete finite-volumes, 
approximation of groundwater flow by the continuity equation and Darcy’s Law, and 
approximation of the various boundary conditions and stresses by steady-state or annual 
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average conditions create an idealized representation of the flow system.  This enables 
regional evaluations at long time-scales (of years to decades), but such an idealized system 
contains inherent divergence from actual conditions though the effect of these differences 
can be assessed.  Errors are also associated with mesh design, aquifer or boundary 
geometry or areal extent, and the configuration of hydrologic components 
(conceptualization errors).  These errors were minimized during model development and 
further evaluated and reduced during model calibration and sensitivity analysis as 
described below. 

Data that is incorporated into a model may be incomplete, may contain errors, or may be 
incompatible with the modeled spatial and temporal scale.  Possible measurement errors 
were accounted for in this model by using a lower calibration weighting when these errors 
were discernable.  Also, water levels that are measured instantly may be compared to 
simulated water levels that result from annual stress periods.  Pumping information from 
the conceptual model derived from TWDB databases were also incomplete causing model 
limitations.  The calibrated model used pumping information derived from the previous 
GAM (Intera, 2004) which lumped pumping into the large model grid centers.  This also 
affected the model calibration and therefore sensitivity analyses of this stress were 
conducted to evaluate its significance.  Better transient pumping information can provide 
better transient calibrated water level responses; however, automatic calibration methods 
applied to pumping transients were not effective in resolving the data due to 
low/moderate sensitivity.  

A groundwater flow model requires that the entire domain be appropriately 
parameterized. Although information exists on general aquifer characteristics, and more 
detailed sand fraction distributions were available for the geologic units, detailed 
hydrologic characterization is not possible except by extrapolating information from areas 
where data is available.  This lack of hydrogeologic information can introduce uncertainty 
and errors in model results, especially in complex systems such as the Northern QCSCW.  
Also, the hydraulic averaging formulas applied to determine horizontal and vertical 
hydraulic conductivities from sand and clay fractions may contain errors causing further 
limitations to the model.  Sensitivity analyses helped to quantify the impact of these sand 
and clay fraction data and hydrogeologic averaging approaches. 

The spatial resolution of the model was set to provide a regional evaluation of groundwater 
flow with refined discretization around surface-water features to capture the 
groundwater/surface-water interaction in a detailed manner.  The temporal resolution of 
the model was set to annual stress periods for recharge, pumping, and boundary flows for 
long-term planning purposes.  Annually average stresses were calibrated to all available 
water levels and therefore it is also assumed that the calibration is representative 
considering the different time scales of water level data and simulated stresses.  

The model limitations further include uncertainty in predictions.  Predictive sensitivity 
analyses should also be conducted with predictions of significance, to evaluate the impact 
of parameter variations on the prediction.  Categorizing the predictive sensitivities along 
with calibration sensitivities as per ASTM (1994, 2000) provides further information on 
the significance of data to the predictions.  
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6.0 Summary and Conclusions 
The northern QCSCW has been updated to simulate impacts of groundwater pumping on 
groundwater resources in northeast Texas.  The large model domain, complex geology, fine 
resolution, inconsistent pumping data, water level elevation quality control issues, and the 
33-year time frame proved challenging and contributed to the considerable computational 
effort and model uncertainty.   

Modeling challenges were addressed by selecting a robust and flexible software to best 
alleviate the computational burdens and still provide results at the scale of the modeling 
objectives.  The MODFLOW 6 groundwater flow model was used for the simulations with 
the Groundwater Vistas graphic user interface (GUI).  The numerical model was built in 
accordance with the conceptual model and consisted of 9 model layers to represent the 9 
hydrostratigraphic units of interest, consisting of the Quaternary Alluvium, Sparta Sand, 
Weches Formation, Queen City Sand, Reklaw Formation, Carrizo Sand, and Wilcox Aquifer 
(Upper, Middle, and Lower).   

The model simulation consisted of a steady-state period representing 1980 conditions 
followed by transient conditions from 1981 through 2013 using annual stress periods for 
recharge and pumping.  The steady-state 1980 period was simulated using average aquifer 
conditions.  

The model calibration was guided by available data.  Quantitative and qualitative metrics 
were implemented in evaluating representativeness of the model.  Observed water levels in 
wells and groundwater to surface water flow estimates were used to constrain the model.  
Calibration statistics show the model was well calibrated for the spatial and temporal 
scales of investigation.  Mass balance errors were negligible, and water fluxes at the various 
boundaries into and out of the domain were reasonable and consistent with the conceptual 
model.  Qualitative comparison of estimated conceptual groundwater elevation contours to 
simulated contours confirm that the calibration matched observed conditions across the 
model domain.  

Sensitivity analyses were conducted on the calibrated model to evaluate impact of 
parameter uncertainties and variations in boundary fluxes.  Parameters evaluated were 
storage, hydraulic conductivity, recharge, evapotranspiration, and groundwater pumping.  
The model proved to be sensitive to pumping.  A better estimation of pumping changes 
through time would have provided better transient calibration to water level changes.  As 
data collection continues and the conceptual model is improved, the uncertainties 
associated with the model can be reduced. 

A predictive model was developed for the period 2014 through 2080.  Predictive 
simulations are summarized in Appendices B, C, and D.  Predictive simulations were 
conducted to evaluate the impact of baseline pumping and average recharge and are 
discussed in Appendices B, C, and D.  The predictive simulations found that the 
groundwater model does not show unreasonable continual increases in water level 
elevations as the previous Groundwater Availability Model had done.  Since pumping and 
recharge values were held constant across the model for all counties, local variabilities in 
pumping were not accounted for, nor variability in other model parameters which were 
held constant through 2080.  Predictive modeling from 2014 to 2080 using these various 
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conditions showed that drawdown at Groundwater Management Area 11 counties may be 
significantly affected by the chosen baseline pumping or average recharge.  However, these 
predictive county-model layer drawdown charts may still be useful in guiding the Joint 
Planning Process and development of desired future conditions. 

7.0 Future Improvements 
A groundwater flow and transport model of Northern QCSCW GAM was developed in this 
project using the MODFLOW 6 software.  Use of oct-patch grids facilitated providing finer 
resolution to the numerical discretization near surface-water features to accurately 
capture the interactions.  Pinch-outs and outcrops were handled in a geologically 
consistent manner.  The Groundwater Vistas GUI was used to develop the model.  Multiple 
calibration metrics were used to constrain the model.  The groundwater flow model 
generally depicts conditions within the domain during the 1980-2013 simulation period for 
annually averaged stress conditions.  

There were several challenges overcome by this study.  A regional domain was simulated 
with sufficient resolution of the solution near surface-water features by use of oct-patch 
grid refinement which provides resolution horizontally as well as vertically near to the 
river.   

Further research suggested by this work includes:  

 A further evaluation of sand fraction distributions along with hydraulic conductivity 
data for the Quaternary Alluvium, Carrizo Sand, Weches Formation, and Reklaw 
Formation would improve calibration, as there were no sand fraction data for these 
units and a uniform sand fraction was used; 

 Improved pumping estimates, as there were clear data errors in the provided 
pumping estimates and calibrating the pumping rates proved to be impractical; and 

 More reliable water level elevation data and well construction data to better 
correlate observed water level elevation data to the hydrostratigraphic units these 
data represent.  

 More processing, QA and refinement of the water level data using data science 
techniques to associate water level fluctuations among different wells (evaluate 
clustering) to identify proximity, a common dominant aquifer unit, or other 
connections between well locations such as conduits or displaced geologic layering 
across fractures.  

 More processing of data using data science techniques to associate pumping 
stresses and their associated hydrogeologic units to water level drawdowns for 
more reliable data, such that pumping data gaps can be filled where the data is 
inadequate.  
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Executive Summary 
The Texas Water Development Board (TWDB) Groundwater Availability Model (GAM) 
program intent is that numerical models are to be used as living tools that would be 
updated as data and modeling technology improved.  Groundwater is a vital resource in the 
norther portions of the Queen City Sand, Sparta Sand, and Carrizo-Wilcox Aquifer System 
(QCSCW) and groundwater pumping is expected to increase in response to increased 
municipal demands.  The primary objective of the project is to update the existing GAM for 
the northern QCSCW to simulate impacts of groundwater pumping on groundwater 
resources in northeast Texas.   

Challenges to the modeling effort included a large domain (greater than 38,000 square 
miles); complex geology (deep, multi-layered system with outcrops and pinch-outs); fine 
resolution to effectively handle groundwater-surface water interaction; inconsistent 
pumping data; water level elevations with quality control issues; and a 33-year model time-
frame (1980 to 2013); all contributing to a considerable computational effort and 
uncertainty.   

Modeling challenges were addressed by selecting a robust and flexible software to best 
alleviate the computational burdens and still provide results at the scale of the modeling 
objectives.  The MODFLOW 6 groundwater flow model was used for the simulations with 
the Groundwater Vistas graphic user interface (GUI).  The numerical model was built in 
accordance with the conceptual model and consisted of 9 model layers to represent the 9 
hydrostratigraphic units of interest, consisting of the Quaternary Alluvium, Sparta Sand, 
Weches Formation, Queen City Sand, Reklaw Formation, Carrizo Sand, and Wilcox Aquifer 
(Upper, Middle, and Lower).  These layers have structural features such as pinch-outs and 
vertical displacements which were successfully represented using MODFLOW 6. 

A model grid measuring 193 miles by 201 miles with a base cell size of one square mile 
(5,280 feet on a side) was used to discretize the domain.  Quadpatch refinement was then 
applied to reduce the cell size to a level of 4 resulting in square grids size of 660 feet. This 
refinement was done in the Quaternary Alluvium hydrostratigraphic unit and provided a 
higher resolution for modeling surface water to groundwater interaction.  The grid 
coarsens for deeper layers, with a coarsening of one level for every active layer found 
beneath the alluvium cells. 

Model boundary conditions were constructed in model layer 2 (Sparta Sand) to represent 
the Younger Units hydrostratigraphic unit which was not explicitly modeled and in deeper 
layers to represent a southern boundary for flow within the lower aquifers (Queen City 
Sand, Carrizo Sand, and Wilcox Aquifers).  Aquifer and hydrogeologic properties such as 
hydraulic conductivity, aquifer storage, rivers, recharge, and evapotranspiration were 
simulated using various MODFLOW 6 packages.  Specifically, hydraulic conductivity of each 
unit was parameterized using correlation with available sand fraction estimates.   

Simulation of groundwater extraction was initially attempted as individual analytic 
element wells using conceptual model data.  However, due to domain-wide data 
discrepancies, the conceptual extraction data was replaced with pumping from previous 
modeling (Intera, 2004) and extrapolated through 2013.     
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The model simulation consisted of a steady-state period representing 1980 conditions 
followed by transient conditions from 1981 through 2013 using annual stress periods for 
recharge and pumping.  The steady-state 1980 period was simulated using average aquifer 
conditions.  

The model calibration was guided by available data.  Quantitative and qualitative metrics 
were implemented in evaluating representativeness of the model.  Observed water levels in 
wells and groundwater to surface water flow estimates were used to constrain the model.  
Calibration statistics show the model was well calibrated for the spatial and temporal 
scales of investigation.  Mass balance errors were negligible, and water fluxes at the various 
boundaries into and out of the domain were reasonable and consistent with the conceptual 
model.  Qualitative comparison of estimated conceptual groundwater elevation contours to 
simulated contours confirm that the calibration matched observed conditions across the 
model domain.  

Sensitivity analyses were conducted on the calibrated model to evaluate impact of 
parameter uncertainties and variations in boundary fluxes.  Parameters evaluated 
quantitatively were hydraulic conductivity, recharge, evapotranspiration, and groundwater 
pumping.  Medium to high changes in calibration statistics were noted for changes in the 
recharge and pumping values and noted for hydraulic conductivity within the Queen City 
Sand, the Middle Wilcox, and Lower Wilcox.  Parameters evaluated qualitatively consisted 
of no pumping, constant recharge, and increased storage.  Increased storage results 
showed that storage is not significant to the model calibration.  Simulation of no-pumping 
and constant recharge both affected the model results, causing a decrease in water level 
elevation fluctuations across the model domain.  A better estimation of pumping changes 
through time would have provided better transient calibration to water level changes.  As 
data collection continues and the conceptual model is improved, the uncertainties 
associated with the model can be reduced. 

A predictive model was developed for the period 2014 through 2080.  Predictive 
simulations were conducted to evaluate the impact of baseline pumping and average 
recharge.  Baseline pumping choices were limited to total pumping from the calibrated 
model for years 2010, 2011, 2012, and 2013.  Average recharge was evaluated as 80%, 
90%, 110% and 120% of the calibrated model steady-state period (1980).  The predictive 
simulations found that the groundwater model does not show unreasonable continual 
increases in water level elevations as the previous Groundwater Availability Model had 
done.   

Since pumping and recharge values were held constant across the model for all counties, 
local variabilities in pumping were not accounted for, nor variability in other model 
parameters which were held constant through 2080.  Predictive modeling from 2014 to 
2080 using these various conditions showed that drawdown at Groundwater Management 
Area 11 counties may be significantly affected by the chosen baseline pumping or average 
recharge.  However, these predictive county-model layer drawdown charts may still be 
useful in guiding the Joint Planning Process and development of desired future conditions. 
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1.0 Introduction and Purpose of the Model 
The Texas Water Development Board (TWDB) Groundwater Availability Model (GAM) 
program intent is that numerical models are to be used as living tools that would be 
updated as data and modeling technology improved.  Given this directive, the primary 
objective of the project is to update the existing GAM for the norther portions of the Queen 
City Sand, Sparta Sand, and Carrizo-Wilcox Aquifer System (QCSCW) to simulate impacts of 
groundwater pumping on groundwater resources in northeast Texas.  This model, referred 
to as the Northern QCSCW GAM, will update the existing GAM for the northern Carrizo-
Wilcox Aquifer (Fryar and others, 2003) and the existing GAMs for the Queen City and 
Sparta Sand Aquifers (Kelley and others, 2004).  The Northern QCSCW model is based on 
the conceptual hydrogeologic model, which is summarized in the Draft Conceptual Model 
Report (Montgomery and Associates, 2018). The study area, as shown on Figure 1.2-1.   

The Northern QCSCW GAM will be used to assess future regional impacts from current 
pumping and projected future pumping.  Model results will be used to evaluate long-term 
groundwater pumping impacts on surface water and groundwater.  In addition, the model 
may be used to assist groundwater conservation districts in groundwater Management 
Area 11 with groundwater planning and management.  

2.0 Model Overview and Packages 
A conceptual model of the hydrogeologic system of the area of interest in Northern QCSCW 
aquifers was developed by Montgomery and Associates (2018). The conceptual model 
along with the existing GAM for the northern Carrizo-Wilcox Aquifer (Fryar and others, 
2003) and the existing GAMs for the Queen City and Sparta Sand Aquifers (Kelley and 
others, 2004) were the basis of the numerical model described in this report.  The 
groundwater system comprises Quaternary Alluvium and eight southward-dipping 
aquifers including (from top to bottom), Sparta Sand, Weches Formation, Queen City Sand, 
Reklaw Formation, Carrizo Sand, Upper Wilcox, Middle Wilcox, and Lower Wilcox.  The 
numerical model honors this conceptual model layering including pinch-outs and outcrop 
of the geologic units.  Figure 2.1-1 shows the aquifer outcrops simulated in the 
groundwater model.  The Queen City and Sparta Sand Aquifers are classified as minor 
aquifers in Texas and extend from the Frio River region in south Texas to east Texas with 
the Sparta Sand Aquifer extending into Louisiana and Arkansas.  The Carrizo-Wilcox 
Aquifer is classified as a major aquifer in Texas and extends from the Rio Grande region in 
south Texas to northeast Texas and into Louisiana and Arkansas. The Sparta Sands are 
overlain by Younger Units which are not actively simulated in the numerical model.   

The numerical groundwater-flow model was constructed to simulate the conceptualized 
groundwater-flow system for steady-state 1980 conditions and transient conditions using 
annual stress periods from 1981 through 2013.  This time period was selected principally 
based on pumping and groundwater level data availability.  The three-dimensional 
modular groundwater-flow model code MODFLOW 6 (Langevin and others, 2017) was 
used for the simulations with the Groundwater Vistas, Version 7 (Rumbaugh and 
Rumbaugh, 2017), Graphic User Interface (GUI).  
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Construction of the numerical model required several tasks.  The first task was to assess 
the conceptual model including the hydrogeologic framework, hydrostratigraphy, and 
assignment of boundaries such as rivers, recharge, evapotranspiration, and groundwater 
pumping.  Flows in and out of the model domain were discussed in the conceptual model 
sections related to pumping, exchange with the Younger Units, recharge, rivers, and 
evapotranspiration.  These flows have been translated into the model boundary conditions 
using the boundary condition packages of MODFLOW 6.  Boundary condition packages 
essentially allow water to flow into or out of the model domain (i.e., interaction of the 
model with the “outside world”).  The processes that govern this flow determine which 
package may be used to numerically implement the conceptualized interactions.  This 
understanding provided the guidelines for discretization of the domain and for selection of 
relevant packages within MODFLOW 6 to appropriately simulate the required process at 
the necessary spatial and temporal scales.   

Spatial resolution requirements were established and the hydrostratigraphic conceptual 
model (Montgomery and Associates, 2018) that was developed in Leapfrog® Geo 
(developed by Seequent) was imported into Groundwater Vistas.  Other base-maps were 
also imported into Groundwater Vistas to identify county boundaries, rivers, and other 
features that generally orient the model.  A grid was subsequently developed for the 
groundwater model domain; preliminary model parameter estimates were generated; and 
boundary conditions (rivers, wells, recharge, evapotranspiration, and general head 
boundaries) were developed for steady-state 1980 conditions as well as for transient 
conditions from 1981 through 2013 using annual stress periods.  Calibration targets were 
then developed for water levels for the steady-state and transient stress periods and 
imported into Groundwater Vistas.  The model was run in steady-state and transient modes 
to debug the datasets, establish convergence, and tune solver parameters for optimal 
simulation performance before moving on to the model calibration phase.  

2.1 MODFLOW6 Overview and Packages  
MODFLOW 6 is the newest version of the MODFLOW code, released in 2017 by the United 
States Geological Survey.  The code is appropriate for this work as it can meet all the 
simulation requirements and challenges for this project.  Elements of the code and 
packages pertinent to the Northern QCSCW model flow simulations are discussed here.  

The MODFLOW 6 groundwater model (Langevin and others, 2017) contains most of the 
functionality of previous MODFLOW codes, including MODFLOW-2005 (Harbaugh, 2005), 
MODFLOW-NWT (Niswonger and others, 2011), MODFLOW-USG (Panday and others, 
2013), and MODFLOW-LGR (Mehl and Hill, 2006).  MODFLOW 6 solves for three-
dimensional flow of water in the subsurface using the control-volume finite-difference 
(CVFD) approach.  The CVFD numerical method “discretizes” the modeled domain into 
model cells that may have different sizes and shapes.  Each model cell represents a part of 
the domain that is encompassed by that model cell and model inputs and outputs are 
generated for this discretized system.  The CVFD methodology allows for flexible gridding 
of the subsurface domain including: ability to refine the computational grid locally using 
nested grids to provide spatial resolution where required and accurately represent pinch-
outs, faults, displacements and outcrops of geological layers.  
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As with the other MODFLOW codes, MODFLOW 6 consists of groups of “modules” or 
“packages” that perform various functions related to groundwater flow simulations.  These 
packages compartmentalize the model into its various functional elements and includes 
packages to define the model domain and its discretization, parameterize the aquifer and 
flow processes, and implement various pumping and boundary conditions to the modeled 
system.  Table 2.1-1 shows the various packages of MODFLOW 6 that were used for the 
Northern QCSCW model.  Model input files were then developed for each of the packages to 
represent the conceptual model of the system.  

MODFLOW 6 is structured slightly differently from MODFLOW, in that the solution is 
separated from the model.  With the MODFLOW code, the entire domain is represented by 
one model, but in MODFLOW 6 it is possible to have multiple models (of different domains 
or different types) use the same solution.  Therefore, in addition to the model related files 
shown on Table 2.1-1, MODFLOW 6 also includes files for the solution that contains the 
models (only one model in this case).  

MODFLOW 6 simulation output is contained in several files.  The main output listing is 
written in a run list file (LST) which also includes the mass balance information.  Water 
level output is provided in the heads file with the extension HDS.  Modeled flows, storage 
flux, and boundary flux are output to the cell-by-cell flow file with extension CBB.  Table 
2.1-2 shows the relevant output files generated by MODFLOW 6.  A description of how the 
Northern QCSCW groundwater flow model was developed using these packages is provided 
in the subsections that follow.  

2.2 NAME File 
A MODFLOW 6 simulation includes two NAME files, one for the solution and another for the 
groundwater flow model.  

The solution NAME file includes solution-related information such as solution options, 
time-stepping file name, NAME files for the various models (only one in this case), file 
names for the exchanges between models (none in this case), and file name for the solver. 
The CONTINUE option was used in the solution which would allow for continuation of 
failed iterations; however, final model results were all converged to the prescribed 
tolerance limit. 

The model NAME file of the MODFLOW 6 model contains the model options and the 
abbreviations of all packages used in developing the model along with a file name for the 
input (or output) files that are used in the model. The Newton Raphson option was selected 
for linearizing the model flow equations.  

2.3 Initial Conditions (IC) Package  
The IC Package of MODFLOW 6 specifies initial water levels at all groundwater model cells 
in the domain.  Since the first stress period of the model is a steady-state condition, the 
starting head values do not affect the result but are required to begin the iterative process. 
However, because the numerical burden is reduced by starting from values close to the 
result, the starting heads were taken from the closest simulation results of a previous 
simulation of the calibration process. The binary output result file of a simulation was thus 
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renamed as “start.hds” such that the first stress period values (the steady-state result of the 
previous calibration simulation) were used as the starting condition for the current 
simulation.   

2.4 Discretization (DIS) Package  
A MODFLOW 6 simulation includes two discretization packages, one for time discretization 
of the solution and the other for defining the discretization of the unstructured grid for the 
model.  

The DIS Package of MODFLOW 6 was used and defines the model discretization 
information for the 3-dimensional groundwater cells.  

2.4.1 Stress Period Setup (TDIS) 

The QCSCW model was discretized into 34 stress periods. The first stress-period was 
simulated as steady-state representing 1980 conditions. The remaining stress periods are 
yearly and represented transient conditions from 1981 through 2013.  This temporal 
discretization using annual stress periods was considered sufficient for the regional 
planning objectives of the modeling effort.  Table 2.4-1 shows the stress period details.  

2.4.2 Model Domain Discretization (DIS) 

The QCSCW model domain and stratigraphy were established during conceptual model 
development. The model domain northern and north-western boundary represents the 
northern portion of the Carrizo-Wilcox Aquifer; the model domain southern boundary 
extends beyond the Carrizo-Wilcox Aquifer as shown on Figure 2.1-1 (Figure 4.1.3 of the 
Conceptual Model Report).  The model domain includes the north-eastern portions of the 
Sparta Sand and Queen City Sand Aquifers (Figure 2.1-1) (Figure 4.1.3 of the Conceptual 
Model Report).  The Major and Minor aquifers are described in detail in in the Conceptual 
Model Report (Montgomery and Associates, 2018) (Figures 2.0.2 and 2.0.3 of the 
Conceptual Model Report).  Nine geologic units in the model domain were discretized into 
9 numerical layers (Figure 2.4-1).  The hydrostratigraphic unit Younger Units was excluded 
from the model domain and is discussed further in the general head boundary section 
(Section 2.8).  Figures 2.4-2 through 2.4-20 (Figures 4.1.5 through 4.1.22 of the Conceptual 
Model Report) show the stratigraphic elevations and thicknesses of the geologic units 
simulated by the model.  

The structural features described in the Conceptual Model Report, which include the East 
Texas Embayment, Houston Embayment, Sabine Uplift, and Sabine Arch, are shown on 
Figure 2.4-21 (Figure 2.2.2 of the Conceptual Model Report).  These structural features 
dictate the outcrop pattern of the geologic units.  The Carrizo Sand and Wilcox 
hydrostratigraphic units outcrop along a belt along the northern extent of the model 
domain and also in the eastern portion of the model domain in the Sabine Uplift.  The 
Sparta Sand and Queen City Sand hydrostratigraphic units outcrop in the central portion of 
the model domain along the East Texas Embayment.  In the southern portion of the model 
domain, the surface geology and outcrop pattern are oriented southwest-northeast and the 
hydrostratigraphic units dip to the southeast.   
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The domain was discretized using a parent grid-block size of one square mile (5,280 feet 
length of each side) on a base grid containing 193 rows, 201 columns, and 9 layers.  An oct-
patch refinement procedure was implemented along the rivers to provide a finer spatial 
resolution along these features.  The oct-patch feature refines the grid in the horizontal and 
vertical direction.  Figures 2.4-22 through 2.4-30 show the discretization of the 
groundwater domain.  Model Layer 1, representing the Quaternary Alluvium 
hydrostratigraphic unit, has the greatest refinement level of 4 giving square grids of size 
660 feet for each side along the river.  The grid coarsens for deeper layers, with a 
coarsening of one level for every active layer found beneath the alluvium cells.   The model 
layers were eliminated where a geologic layer pinches out or where the underlying layer 
outcrops to the surface, as shown on Figures 2.4-22 through 2.4-30.  The model grid 
consists of 637,536 cells.  

MODFLOW 6 accommodates pinch-outs and Groundwater Vistas eliminates pinched-out 
model cells automatically, resulting in much more efficient and robust simulations.  
MODFLOW 6 also accommodates displaced model layers along faults and Groundwater 
Vistas creates the cross-layer connections between the hydrogeologic units. Figure 2.4-31 
shows cross-sections of the numerical model with a north-south cross-section A-A’ and 
northwest to southeast cross-section B-B’.  The cross-sections show the model layering 
honors the conceptual model including the salt dome feature shown in cross-section A-A’, 
and pinch outs as shown in both cross sections (Figure 2.4-31).    

2.5 Node Property Flow (NPF) Package  
The NPF Package and STO Package replace pervious MODFLOW packages that characterize 
the aquifer properties including the Layer Property Flow (LPF), Block-Centered Flow 
(BCF), and Upstream Weighting (UPW) packages.  The NPF Package was used to specify 
aquifer flow parameters (hydraulic properties) and define individual cells as confined or 
convertible for the groundwater domain.  Aquifer flow parameters required by the NPF 
Package include horizontal and vertical hydraulic conductivities.  The parameter values 
were established during calibration using the automated parameter estimation software, 
PEST; this process is discussed further in the Calibration Section (Section 3.0).  The 
approach towards parameterization is discussed here.  

Hydraulic conductivity values for the aquifers in the domain have previously been 
estimated at various locations as noted in the Conceptual Model Report; however, it is 
difficult to partition these values into the various geologic units that comprise each aquifer.  
Estimated distributions of sand fraction within each of the geologic units were therefore 
used to parameterize the hydraulic conductivity for each model layer throughout the 
domain.  Figures 2.5-1 through 2.5-5 show the sand fraction distributions for the Sparta 
Sand (model layer 2), Queen City Sand (model layer 4), Upper Wilcox (model layer 7), 
Middle Wilcox (model layer 8), and Lower Wilcox (model layer 9) units, respectively.  

Sand fraction information was not available for the transmissive units, the Quaternary 
Alluvium (model layer 1) and the Carrizo Sand (model layer 6); or for the aquitards, the 
Welches Formation (model layer 3) and the Reklaw Formation (model layer 5).  A uniform 
value was used to parameterize these units.  The sand fraction value of 0.70 was used for 
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the transmissive units; the sand fraction value of 0.10 was used for the aquitards. Sand 
fractions are summarized in Table 2.5-1. 

Hydraulic conductivity parameterization was conducted as follows.  A higher 
parameterization hydraulic conductivity value was associated with a sand fraction of unity, 
and a lower value was associated with a sand fraction of zero for each geologic layer (the 
assumption being that each geologic unit has its own type of soil or rock and that, within 
each unit, less sand implies higher clay or rock content with an associated lower effective 
hydraulic conductivity).  The horizontal hydraulic conductivity for any computational cell 
in the domain is computed as an average, weighted by the sand fraction value of the cell; 
this provides a linear relationship between the highest and lowest value within each 
geologic unit.  The relationship between sand fraction, parameterized hydraulic 
conductivity values, and model hydraulic conductivity can be written as: 

 

Where hK is the horizontal hydraulic conductivity of a cell; sf  is the sand fraction of a cell; 

sK  is the parameterization hydraulic conductivity value for sand for a geologic unit, and 

cK  is the parameterization hydraulic conductivity value for clay or rock for the geologic 
unit.  For vertical hydraulic conductivity, a weighted harmonic mean value was applied. 
Thus,  

 

Where vK  is the vertical hydraulic conductivity of a cell.  

To understand flow behavior for this parameterization, it is generally noted that the sand 
hydraulic conductivity would govern horizontal flow in the model since the arithmetic 
average tends towards the mid-point value for equal fractions of sand and clay.  The clay 
hydraulic conductivity would generally govern vertical flow in the model since the 
harmonic average tends to be biased towards the lower (clay) conductivity value for equal 
fractions of sand and clay.  

The sand fraction information is stored in the “Leakance” property within Groundwater 
Vistas. When the MODFLOW comment-line includes the phrase “Sand Fractions stored as 
Leakance”, Groundwater Vistas performs the computations for horizontal hydraulic 
conductivity, Kh, and vertical hydraulic conductivity, Kv, for each cell using the formulas 
above to create the NPF datasets.  Note that this computation is also done during PEST 
simulations for calibration.   

The specific storage and specific yield parameters were estimated as uniform within each 
geologic unit.  There is less data available for these parameters and therefore adding 
complexity was deemed unwarranted.  Instead, the influence of these parameters on the 
system and model solution was tested with a sensitivity analysis, discussed in Section 4.0.  
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Faults or flow barriers were not implemented in the calibrated model.  However, the Mount 
Enterprise Fault Zone shown on Figure 2.4-21 (Figure 2.2.2 of the Conceptual Model 
Report) contains displacements along the faults causing inter-unit connections.  
MODFLOW6 handles such connections allowing lateral flow from one geologic layer to 
multiple layers across a fault with displacement.  Groundwater Vistas generates these 
cross-layer connections at the Enterprise Fault location as an “OPTION” under the “vertical 
geometry” tab depending on layer elevations across the fault.  

2.6 Storage (STO) Package 
The STO Package is only used for transient conditions to provide compressible storage 
contributions. The STO package was used in the model to specify the aquifer storage 
parameters which include specific storage and specific yield.  Input for the STO package 
includes the specific storage and specific yield of each model cell. If the STO package is not 
included in the model NAME file, then a steady-state simulation is conducted. The mass 
balance output for the STO package provides information on the confined and unconfined 
components of the total storage. Thus,  

QSTO = QSS + QSy 

Where QSS is the volumetric flow rate from specific storage (L3/T) and QSy is the volumetric 
flow rate from specific yield (L3/T). 

2.7 WEL Package 
The WEL package was used in the model to simulate groundwater pumping wells.  During 
initial model development, raw pumping data from the Conceptual Model Report was input 
into Groundwater Vistas as analytical element wells.  Each well was screened within a 
single model layer as developed from available data in the Conceptual Model.  After 
analyzing the raw pumping data, additional data clean up and the following changes to the 
raw pumping data were applied.   

1. Wells placed in one of the two aquitards (model layers 3 and 5) were moved into the 
layer above; 

2. Pumping records for the years 1981, 1982, and 1983 were not available, thus values 
for these years were established by linearly interpolating between 1980 and 1984; 

3. Pumping outliers were removed for the dataset; and 

4. An apparent shift in the pumping rate that occurred after 1999 was smoothed out for 
data in counties that displayed this pattern. 

Simulations using the corrected data further identified further issues with the pumping or 
water level data.  Specifically, water levels were rising with increasing pumping and vice 
versa at several instances.  Mostly however, the pumping data did not show a general trend 
in pumping changes between 1980 and 2013, while water levels showed a general decline 
at several wells.  The water level datasets were considered to be more reliable because 
pumping numbers in the TWDB database were largely estimates supplied by the districts.  
In addition, it was identified that several counties changed the way they estimated 
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pumping volumes after 1999; these individual practices introduced large inconsistencies 
and uncertainties within the pumping dataset.  Therefore, it was further decided to 
calibrate the pumping variations via PEST on a county-by-county basis.  However, upon 
implementation, it was noticed that the sensitivity of water level changes to variations in 
pumping was very small and therefore the PEST optimization process failed.  Finally, the 
pumping data from the previous GAM (Intera, 2004) model was further examined against 
water levels and it was noted that cumulative increases in pumping within that dataset 
caused appropriate declines in observed water levels.  Therefore, this data was processed 
further for use in the current numerical model.  

Table 2.7-1 compares the total pumping per layer between the raw conceptual model data, 
the corrected conceptual model data, and the current model (based on previous GAM 
model pumping).  The pumping data presented in the previous GAM (Intera, 2004) consists 
of pumping wells in 54,729 model cells and in single model layers.  The previous model 
data represents pumping from 1980 through 2005.  In order to establish pumping rates for 
the time period from 2006 through 2013, the conceptual model pumping data was 
compared to the 2005 value with the assumption that domain wide changes in pumping 
from the 2005 value were appropriate in the conceptual model.  A list of multiplication 
factors was thus generated, which was applied to the 2005 pumping value of the previous 
GAM.  The list of pumping factors is summarized on Table 2.7-2.  Figure 2.7-1 compares the 
original county well data and the pumping data used in the current model.   

Since the previous model does not have a layer representing the alluvium, this model 
update contains no pumping in model layer 1 (Table 2.7-1).  As there is little pumping in 
the alluvium layer in the conceptual model, the loss of pumping in layer 1 is minor.  The 
majority of the pumping in the previous model is in the Carrizo Sand, and the Upper, 
Middle, and Lower Wilcox, which compares well to the original conceptual model pumping 
(Table 2.7-1) at least in terms of bulk cumulative values between 1980 and 2013.   

Each well is screened within a single model layer. Figures 2.7-2 through 2.7-7 show the 
total pumping volume of each well during the model time period for each layer.  There are 
no wells screened within the Weches Formation (model layer 3) or the Reklaw Formation 
(model layer 5), which are aquitards.  Groundwater is pumped from the Queen City Sand, 
Sparta Sand, and Carrizo-Wilcox aquifers for municipal, irrigation, industrial, domestic, and 
stock uses.  Figures 2.7-8a through 2.7-8e show the pumping sums for each county per 
stress period (per year) and hydrostratigraphic unit.  Pumping sums for counties that 
straddle the model boundary do not reflect total pumping from that county but only the 
pumping portion that overlaps the model.  In general, most pumping is from the Upper, 
Middle, and Lower Wilcox stratigraphic units.   

The WEL package of MODFLOW 6 was used to apply a sink within the cell for each pumping 
well.  The sink was applied on an annual stress period for 34 stress periods representing 
1980-2013 conditions.  The WEL Package includes an “AUTOFLOWREDUCE” option that 
ensures that pumping demand does not draw water levels below the bottom elevation of 
the cell. This option is turned on for the simulations and any associated simulated 
reduction in pumping is reported in a “well flow-reduction” file.  All wells were pumping 
their desired volumes during model calibration.  
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2.8 General Head Boundary (GHB) Package 
Flow into or out of the model domain from the southern model boundary was simulated 
using the general head boundary (GHB) package. The GHB package was also used to 
simulate the interaction of the model with the Younger Units which were not explicitly 
simulated.  Figure 2.8-1 shows the modeled GHB locations.  The GHB condition in model 
layer 2 conceptualizes exchange of water with the Younger Units.  The GHB condition in 
model layers 4 and 6 through 9 along the southern model boundary allow flow of water 
into the model domain in the respective aquifers. This accounts for the southern boundary 
not being a natural aquifer boundary.  The heads along the GHB boundaries were set 
according to interpolated head contours in the region and are not changed through time.  
Table 2.8-1 shows the GHB head and conductance values for each layer.  

2.9 RIV Package 
The RIV Package of MODFLOW 6 was used to model the rivers in the model area.  The RIV 
package simulates flow in or out of the aquifer to surface-water features such as canals, 
rivers and streams.  Thus, flow within the surface-water features is not simulated, but the 
groundwater interaction is taken into account.  Figures 2.9-1 through 2.9-5 show the 
annual stream flows at stream gages located on the major rivers in the model domain, 
which include the Trinity River, Neches River, Sabine River, Big Cypress Creek, and Sulphur 
River.  Rivers generally flow from north to south.  The flow difference between stream 
gages was calculated at select river segments with unmanaged flows.  A positive difference 
in season flow means the river is gaining along the reach, and a negative difference in 
seasonal flow means the river is losing along the reach.  The rivers simulated in the model 
are primarily gaining streams. 

Figure 2.9-6 shows the simulated river boundary condition within the model domain.  
River width, bed thickness and bed conductance were taken as 1 foot, 1 foot, and 25 feet 
per day (feet/day), respectively, and the river segment length intersecting each 
groundwater cell was calculated by Groundwater Vistas for computation of the 
conductance coefficient.  The river stage was estimated from the topography and the 
riverbed elevation was taken as a foot below the stage.  

It is noted that preliminary simulations attempted using the STR package of MODFLOW6.  
However, the simulations encountered long runtimes and occasional convergence 
difficulties.  Upon evaluation of the data with controlled releases from the reservoirs, it was 
determined that estimating baseflow numbers for the gaged reaches would be difficult and 
therefore the RIV package would satisfy the objectives considering the available data.  

2.10 RCH Package 
Estimation of recharge as a result of percolation of precipitation was discussed during 
conceptual model development.  Annual average recharge rates were estimated to be up to 
2.5 inches per year over the model area, as described in the Conceptual Model Report.  
Figure 2.10-1 (Figure 2.1.8 of the Conceptual Model Report) shows the model 1980 
recharge rates which represent annual average estimates of recharge within the domain 
and across the various aquifers that crop out at the surface.  Recharge spatial distribution 
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was noted to be generally similar between years, with locations of higher recharge having 
higher recharge throughout the simulation period.  Therefore, the 1980 recharge 
distribution shown on Figure 2.10-1 was used in the model and scaled using a factor to 
represent greater or lower precipitation of subsequent years.  The scaling factors are 
summarized on Table 2.10-1.  Groundwater Vistas allows import of these as “multiplication 
factors” applied to the 1980 recharge conditions and this produces the recharge values for 
years 1981 through 2013 in the model. The recharge values were implemented in 
MODFLOW 6 via the RCH package, with recharge applied to the topmost active cell as 
computed by Groundwater Vistas.   

2.11 EVT Package 
The EVT package of MODFLOW 6 was used to apply evapotranspiration to the model. The 
EVT Package applies a Potential Evapotranspiration (PET) flux (in units of length per time) 
to each associated model cell in the domain.  The actual evapotranspiration flux depends on 
a user-defined PET that is applied to each cell when the water table is at or above the 
“evapotranspiration surface” of that cell (taken equal to the land surface elevation).  The 
PET declines linearly to zero as the water table depth drops down to an “extinction depth”.  

Estimation of PET and the extinction depth are discussed in the conceptual model.  The 
distribution of maximum evapotranspiration rates in the model is shown on Figure 2.11-1.  
Evapotranspiration was applied to the topmost active cell as computed by Groundwater 
Vistas.   

2.12 OC Package 
The Output Control Package of MODFLOW 6 controls how water levels, fluxes and water 
budget information is saved during a simulation.  The Output Control file was set up to save 
these results at the end of each stress period.  Thus, output was provided for the steady-
state 1980 stress-period and at the end of each year of the 1980-2013 transient simulation 
period.  

2.13 IMS Package 
The Iterative Matrix Solver (IMS) package of MODFLOW 6 sets up the solution 
methodologies and linear solver selection for a simulation.  

Nonlinear iterations using the Newton-Raphson linearization scheme were controlled 
using residual reduction and under-relaxation.  The under-relaxation parameters that are a 
default for MODFLOW 6 (the default parameters in Groundwater Vistas interface reflect 
these parameter values) are not very sensitive and were not changed for the simulations.  
The residual reduction parameters are generally tightened when nonlinear convergence 
difficulties are encountered but are relaxed when convergence eases.  Specifically, the 
residual change tolerance term (BACKTRACKING_TOLERANCE) was varied between 
10,000 and 1.1 at various stages of simulation.  The final optimal value selected was 1.1.  

The BiCGSTAB scheme was selected to solve the asymmetric system of linear equations.  
Linear solver parameters that were significant to the simulation included the matrix 
ordering scheme (REORDERING_METHOD), the level of fill (PRECONDITIONER_LEVELS ), 
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and number of orthogonal directions (NUMBER_ORTHOGONALIZATIONS).  These 
parameters were varied depending on convergence behavior during calibration.  Final 
calibrated simulation values were: PRECONDITIONER_LEVELS = 3; the RCM Ordering 
scheme; and NUMBER_ORTHOGONALIZATIONS = 14. The “drop tolerance” scheme was 
used with a drop-tolerance factor (PRECONDITIONER_DROP_TOLERANCE) equal to 1.0x10-

3.  

Solver parameter tuning was done throughout model development and calibration.  This 
was done to make sure that the simulations progressed as quickly as possible at every 
stage of the project.  

3.0 Model Calibration and Results 
The model was constructed as discussed above in Section 2.  As discussed earlier, the 
horizontal and vertical hydraulic conductivities were parameterized in the model using 
sand fraction data for each of the simulated geologic layers and estimates of the hydraulic 
conductivity value for sand and for the remaining material (assumed clay) for each of the 
layers.  Thus, initial estimates were provided for the hydraulic conductivity value for sand 
and clay for each geologic unit, and preliminary simulations were conducted to ensure that 
the model was appropriately assembled and that the simulations perform successfully.  
Initial estimates were also provided for the recharge rates, specific storage and specific 
yield values, and for the general head boundary condition heads and conductivities.  Solver 
parameters were initially adjusted for robustness and efficiency and were tuned 
throughout the calibration process.    

During model calibration, the hydraulic conductivity values for sand and clay were 
adjusted within reasonable parameter value bounds to provide appropriate flow behavior 
in the model domain.  The recharge rate multipliers were adjusted within reasonable 
parameter values to provide appropriate fluctuations in water levels.  The specific storage 
and specific yield values of the units were adjusted within reasonable parameter value 
bounds to provide appropriate magnitude of fluctuations of water levels.  The conductance 
values for the general head boundary conditions in layers 2, 4, and 6 through 9 were 
adjusted within reasonable parameter values to provide appropriate fluxes into and out of 
the model domain.   

The model was calibrated using an interactive expert approach (manual calibration 
evaluations) in conjunction with automatic model calibration using the parameter 
estimation code PEST (Doherty, 2010).  Preliminary model results were first evaluated to 
note model behavior and sensitivity.  Consistency with the conceptual model was also 
evaluated and various adjustments were made to model aquifer parameters or conceptual 
elements until the model was considered calibrated.  

3.1 Calibration Procedures 
Groundwater level elevations were used to constrain the model to observed conditions 
during the simulation period.  Groundwater and surface-water interaction flux estimates 
were used to further evaluate the model calibration.  These fluxes were not used during 
calibration because the baseflow is largely unknown and differences between gages may 
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contain other losses.  Baseflow estimates are better obtained by evaluating the recession 
hydrographs after storms.  

A two-period steady-state model, representing 1980 and 2013 conditions was first 
developed and calibrated using the automatic calibration method PEST.  The two-period 
steady-state model provided short run times, allowing PEST to be used effectively during 
calibration of hydraulic conductivity parameters for widely differing stress conditions.  
Even though it is understood that the system is not at steady state, the water levels change 
very slowly during these times thus providing a good estimate for calibration.  The 
transient model was then calibrated for the 1980 through 2013 period with appropriate 
fluctuations being determined by changes in recharge and pumping, and amplitude of 
water level changes controlled by the storage parameters of the aquifer materials. 
Preliminary transient calibration simulations indicated that there were issues with the 
pumping data as discussed earlier in Section 2.7.  Preliminary sensitivity analyses further 
indicated that wells largely in the unconfined outcrop regions of an aquifer unit responded 
to changes in recharge, while wells in confined regions of an aquifer responded to changes 
in pumping.  This section discusses the methods used to calibrate the model, including 
adjusting the recharge, aquifer parameters, and GHBs.   

3.1.1 Calibration of Recharge  

The recharge rate scaling factors were adjusted during calibration to provide a best fit 
between observed and simulated groundwater levels.  As discussed in the Conceptual 
Model Report, annual average recharge rates were estimated to be up to 2.5 inches per 
year over the model area with recharge being proportional to the hydraulic conductivity of 
the outcrop material.  The 1980 recharge distribution was used in the first stress period of 
the transient simulation, with scaling of that recharge for each subsequent year.  The 
multiplication factors were manually adjusted during calibration to better simulate water 
level elevation fluctuations at observation wells that responded to recharge mainly in 
outcrop areas of aquifer units where there is a strong correlation between water level 
elevation fluctuations and recharge.  The calibrated recharge multiplication factors are 
summarized on Table 3.1-1.  These values average to unity over the simulation period as 
they do for the original estimates of Table 2.10-1.  

3.1.2 Calibration of Aquifer Parameters 

The hydraulic conductivity parameters for sand and clay were adjusted during calibration, 
to provide a best fit between observed and simulated groundwater levels.  As described in 
Section 2.5, estimated distributions of sand fraction within each of the geologic units were 
used to parameterize the hydraulic conductivity for each model layer throughout the 
domain.  The hydraulic conductivity of the sand is stored as the horizontal hydraulic 
conductivity for each layer and the hydraulic conductivity of clay is stored as the vertical 
hydraulic conductivity for each layer in Groundwater Vistas with formulas that compute 
the combined horizontal and vertical hydraulic conductivities depending on the 
composition of sand and clay at a location.   

The hydraulic conductivity parameters for sand and clay were adjusted manually and by 
automatic calibration using PEST.  The two-period steady-state model was used for the 
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PEST simulations and the transient model was used during focused manual calibration 
evaluations.  The storage terms were noted to be insensitive overall, and mainly affected 
the nature and magnitude of fluctuations in simulated water levels.  The storage coefficient 
and specific yield were adjusted manually resulting in 3.898 x 10-8 and 0.0007, 
respectively.  The low specific yield values indicate that there may be partial confinement 
of the aquifer systems even in the outcrop regions.  

Table 3.1-2 shows the parameterized hydraulic conductivity values for sand and clay 
within the various geologic units in the calibrated model.  These parameters along with 
sand fraction distributions provide the calibrated horizontal and vertical hydraulic 
conductivity distributions for the various geologic units as shown in Figures 3.1-1 through 
3.1-10 and summarized on Table 3.1-2.  For the Quaternary Alluvium (model layer 1) and 
the Carrizo Sand (model layer 6), the sand fraction was assumed to be uniform at 0.7 
providing the calibrated horizontal hydraulic conductivity values of 6.56 feet/day and 0.12 
feet/day, respectively, and calibrated vertical hydraulic conductivity values of 5.87 
feet/day and 0.04 feet/day, respectively.  For the Weches Formation (model layer 3) and 
the Reklaw Formation (model layer 5), the sand fraction was assumed to be uniform at 0.1, 
providing the calibrated horizontal hydraulic conductivity values of 6.08 feet/day and 0.1 
feet/day, respectively, and calibrated vertical hydraulic conductivity values of 1.08e-4 
feet/day and 8.63e-6 feet/day, respectively.  

The calibrated horizontal hydraulic conductivity values for the Sparta Sand (model layer 2) 
ranged from 0.15 to 2.78 feet/day and that of the Queen City Aquifer (model layer 4) 
ranged from 1.05 to 1.95 feet/day.  The calibrated vertical hydraulic conductivity values for 
the Sparta Sand (model layer 2) ranged from 7.7e-6 to 1.5e-4 feet/day and that of the 
Queen City Aquifer (model layer 4) ranged from 1.03 to 1.90 feet/day.  The calibrated 
horizontal hydraulic conductivity units of the Wilcox Aquifer (Upper, Middle, and Lower 
Wilcox) (model layers 7, 8, and 9) ranged from 0.12 to 18.05 feet/day.  The calibrated 
vertical hydraulic conductivity units of the Wilcox Aquifer (Upper, Middle, and Lower 
Wilcox) (model layers 7, 8, and 9) ranged from 4.3e-5 to 15.25 feet/day. 

The calibrated hydraulic conductivity values were compared to the estimated hydraulic 
conductivity values presented in the Conceptual Model Report in Section 4.5 (Montgomery 
and Associates, 2018).  Table 3.1-2 summarizes the range of calibrated hydraulic 
conductivity values and the estimated horizontal hydraulic conductivity range and 
geometric mean for each layer.  The calibrated modeled horizontal hydraulic conductivity 
values are within the range of the estimated values. However, some of the calibrated values 
are on the lower side of the estimated range.  The calibrated horizontal hydraulic 
conductivity values for the Sparta Sand (model layer 2) and Carrizo Sand (model layer 6) 
are lower than the estimated range.  The calibrated horizontal hydraulic conductivity 
values for the remaining layers are within the estimated range, with the Weches Formation 
(model layer 3), and the Upper, Middle, and Lower Wilcox Aquifer (model layers 7, 8, and 
9) calibrated horizontal conductivity values matching the estimated geometric mean, as 
shown on Table 3.1-2.  Additional work may be needed to further correlate appropriate 
hydraulic conductivity zones with sand fraction distributions as noted in Section 7 which 
outlines further suggested research to improve understanding of flow.  



Texas Water Development Board Contract Number #1548301854 

16 

3.1.3 Calibration of GHB 

The GHB conductance was adjusted during calibration to provide a best fit between 
observed and simulated groundwater levels.  As described in Section 2.8, The GHB controls 
flow in or out of the model domain along the southern model boundary.  GHBs were using 
in model layers 2, 4, and 6 through 9.  The heads along the GHB boundaries were set 
according to interpolated head contours in the region and the conductance values were 
adjusted using PEST and the two-period steady-state model.  Table 2.8-1 shows the 
calibrated GHB head and conductance values and associated model cell number and 
hydraulic features.  GHBs were also used to represent interaction of the Sparta Sand with 
the overlying Younger Units. Preliminary values of the GHB conductance were retained 
through calibration.  Since the GHB water levels were kept constant through the calibration 
process, wells within the Sparta Sand beneath the Younger Units show little simulated 
fluctuations if any.   

3.2 Model Simulated Versus Measured Heads 
Groundwater level elevations were used to constrain the model to observed conditions 
during the simulation period.  This section discusses the development of the water level 
elevation target data set and the various qualitative as well as quantitative measures that 
were used to evaluate the simulated water level elevations.   

3.2.1 Water Level Elevation Targets 

A total of 19,765 water level elevation records from 1,859 wells are within the model 
domain, in the simulated model layers (Younger Units, Midway Group, and Older Units are 
not simulated), and during the simulated model timeframe (1980 through 2013).  250 
water level elevation records from 104 wells were removed due to following questionable 
data flags. 

 pumping-level measurement;  

 presence of oil and grease in well;  

 possible incorrect well identification;  

 flooding/runoff into the well casing;  

 air leak in the sampling line;  

 re-completion in different zone;  

 well bridged or caved;  

 previously flagged as questionable; and  

 well water levels previously marked for exclusion. 

The data was further evaluated to note well elevations compared to water level elevations.  
There were wells with water level elevations below the bottom of the assigned layer or 
where water level elevations were below the top of the assigned layer in regions where the 
aquifer was confined.  These water levels were moved into an appropriate aquifer layer 
below such that the data is realistic.  The observed water level dataset (target dataset) used 
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for the model therefore consists of 18,606 water level elevation records from 1,797 wells.  
The observed water level wells are present in all model layers except for the two layers 
representing the aquitards (Weches and Reklaw Formations, model layers 3 and 5).  
Distribution of wells in each layer is shown on Figures 3.2-1 through 3.2-7.  The number of 
observed water level measurements at each well location is also shown.  

The target dataset was further evaluated for additional quality control issues that may 
warrant applying a weight to individual water level elevation records.  A weight factor 
applied to a water level measurement represents a measure of uncertainty in the data.  A 
weight factor was applied for the following conditions. 

 Reported recent pumping;  

 nearby pumping;  

 possible recharge activities nearby; 

 measurements from ground surface prior to wellhead completion;  

 wet or leaking casing; and  

 tape does not fall freely in well;  

 well screened across multiple model layers;  

 and wells with a single water level measurement.   

A weight factor of 0.7 was applied to water level elevation records with a single condition.  
However, in the case that more than one condition applied to a water level elevation 
record, the cumulative weighting factor was assigned as 0.5.  Data without quality issues or 
multi-layer screens were given a weight of 1.  It is possible for a given well to have water 
level elevation records with varying weights.  However, most records have a weight of 1.  
Within the target dataset, 1,739 records from 717 wells have a weight of 0.7; 585 records 
from 569 wells have a weight of 0.5; and 16,282 records from 707 wells have a weight of 1.  

Although the target dataset set consists of 18,606 water level elevation records, the model 
targets consist of 18,421 water level elevation records.  Water level elevation records were 
averaged for the 1980 steady-state stress period for each well, resulting in 185 less records 
for calibration.  The water level elevation records with target weights and aquifer type 
designation are shown on Table 3.2-1.   

3.2.2 Simulated Versus Observed Heads 

Table 3.2-2 shows the summary for weighted head calibration statistics for the steady-state 
model representing 1980 conditions, and for the steady-state model representing 2013 
conditions.  The residual mean of 5.97 is relatively close to zero, indicating a good 
calibration and no overall bias in the calibration.  The absolute residual mean was 30.83 
feet and the RMS error was 44.91 feet.  Table 3.2-3 shows the summary for weighted head 
calibration statistics for the transient simulation period for 1980 through 2013 conditions.  
The residual mean of -9.10 feet is slightly negative indicating simulated water level 
elevations are slightly higher than observed overall.  However, given the large range of 
water level elevation measurements of 901.4 feet, the residual mean is relatively close to 
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zero, indicating a good calibration.  The absolute residual mean was 47.05 feet and the RMS 
error was 70.0 feet.  The standard deviation of 69.4 feet is less than 10% of the range of 
observed values, indicating a good calibration.  Table 3.2-4 shows the summary for the 
weighted head calibration statistics for the transient simulation period for 1980 through 
2013 conditions for each model layer.  The Upper, Middle, and Lower Wilcox (model layers 
7, 8, and 9) calibration statistics indicate these layers have the best calibration.  The Queen 
City Sand (model layer 4) calibration statistics indicate this layer has the worst calibration 
as simulated water level elevations are higher than observed.  The Queen City Sand is 
between two aquitard layers.  The steady-state and transient error statistics are less than 
10% of the range of observations which is generally considered a reasonably good 
calibration.  This number could not be improved further considering all the uncertainties in 
pumping and water level measurement locations discussed in Sections 2.7 and 3.2.1 
respectively.  All residuals are computed as observed minus simulated metrics.  Thus 
positive residuals indicate that simulated water levels are lower than observed, while 
negative residuals indicate that simulated water levels are higher than observed.  

A transient 1980 through 2013 simulation was performed for this domain using the 
MODFLOW-NWT code, with the 1-mile by 1-mile parent grid and parameterization from 
the calibrated model.  This simulation was performed to evaluate the impact of coarser 
discretization on the calibration metrics.  The residual mean was -7.9 feet, the Absolute 
Residual Mean was 48.1 feet, and the RMS error was 70.8 feet which are all similar to the 
respective values in Table 3.2-3.  This indicates that the finer discretization did not affect 
calibration given the coarseness of pumping estimates even though it provides finer 
resolution around the stream locations, to better capture riparian head values and the 
stream-aquifer interaction.  

Figure 3.2-8 shows the observed versus simulated water levels for the steady-state 1980 
and 2013 conditions while   Figure 3.2-9 s and Figure 3.2-10 separate this information into 
confined and unconfined water levels.  The left panel shows the 1980 regression plot while 
the right panel shows the 2013 regression plot.  For the steady-state conditions, the results 
tightly surround the best-fit line with no noticeable bias across the range of observations.  
The regression coefficient (R2) for the three plots are all greater than 0.9, indicating a good 
match between observed and simulated water levels for both confined and unconfined 
conditions.  

Figure 3.2-11 shows the regression plot of observed versus simulated water levels for the 
entire 1980 through 2013 transient simulation period.  Figure 3.2-12 shows the confined 
water level regression plot and Figure 3.2-13 shows the unconfined water level regression 
plot for the 1980 through 2013 simulation period.  The 1980 through 2013 simulation 
results tightly surround the best-fit line with no noticeable bias across the range of 
observations.  The regression coefficient (R2) for the three plots are all greater than 0.9, 
indicating a good match between observed and simulated water levels of the transient 
simulation for both confined and unconfined conditions.  Figure 3.2-14 shows the 
unconfined water levels for the 1980 through 2013 simulation period and categorizes the 
unconfined targets as those outcropped and those overlain by the Quaternary Alluvium 
(model layer 1).  There is no bias noted for unconfined targets outcropped or those 
overlain by Quaternary Alluvium.   
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Figures 3.2-15a through 15c show the observed versus simulated water levels for the 1980 
through 2013 simulation period for each aquifer layer.  The regression coefficient (R2) for 
the plots range from about 0.84 to 0.99, indicating a good match between observed and 
simulated values in all layers.  The Queen City Sand (Layer 4) showed the poorest match 
with a regression coefficient of 0.84 while all other aquifer layers had regression 
coefficients above 0.95.  

3.2.3 Spatial Distribution of Residuals 

The spatial distribution of head residuals for the 1980 through 2013 simulation period are 
shown on Figure 3.2-16.  The residual values plotted are an average of all residuals (from 
1980 to 2013) at each well.  Target wells without quality control issues, with an average 
weight of 1 are shown; these are 541 of the 1,797 total targets used for model calibration.  
Residuals at these wells range from -249 to 257 feet.  The largest cluster of negative and 
positive residuals occur in Rusk, Smith, and Van Zandt Counties indicate that these could 
possibly be resolved by a finer resolution on sand and clay categorization to give 
heterogeneity at a finer scale or better definition of pumping locations than that 
implemented from the previous GAM (Intera, 2004).  These counties also have high 
pumping rates as shown on Figures 2.7-2 through 2.7-7.  Negative and Positive residuals 
are evenly distributed across the model domain with no noticeable bias.  

3.2.4 Water Level Hydrographs 

Figures 3.2-17 through 3.2-23 show the observed and simulated hydrographs for select 
wells with observations spanning the simulation period from 1980 through 2013 within 
the various aquifer units.  Observed water level fluctuations are noted to be generally 
similar in frequency and amplitude.  Simulated water level elevations match well to 
observed in the Quaternary Alluvium (model layer 1), except for the well in Caddo County, 
where simulated water levels are than observed; also simulated water level fluctuations 
are higher than observed at the Caddo County well, as shown on Figure 3.2-17.  Simulated 
water level elevations in the Sparta Sand (model layer 2) are higher and lower compared to 
observed, depending on the location. However, fluctuations are of similar magnitude, as 
shown on Figure 3.2-18.  Simulated water level elevations in the Queen City Sand (model 
layer 4) are generally lower than observed to the north and higher to the south, but general 
water level trends and fluctuations match observed trends and amplitudes, as shown on 
Figure 3.2-19.  Simulated water level elevations in the Carrizo Sand (model layer 6) are 
generally lower than observed water level elevations, except for Cass County where 
simulated and observed water levels match well and Leon county where simulated water 
levels are greater than observed, as shown on Figure 3.2-20.  Simulated water level 
elevations in the Upper Wilcox (model layer 7) are generally lower than observed water 
level elevations, except for Sabine and Rusk Counties where simulated and observed water 
levels match well, as shown on Figure 3.2-21.  Frequency and amplitude of fluctuations are 
similar at most wells except the well in Leon County where simulated water level declines 
are smaller than measured.   Simulated water level elevations in the Middle Wilcox (model 
layer 8) generally match well to observed water level elevations, except for Camp county, 
where the simulated water levels do not follow the observed water level trend, as shown 
on Figure 3.2-22.  A better definition of increase in pumping through time in that area 
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would better match the observed decline in water levels during the simulation period.  
Simulated water level elevations in model layer 9 are higher than observed at some wells 
and lower in others, as shown on Figure 3.2-23.  The simulated water level elevations in 
Panola County show a dip in 2003 that is not shown in the observed data.  Appendix A 
provides water level hydrographs for target wells with no quality control issues (all water 
level elevations with a calibration target weight of 1) and also containing 30 or more 
observed water level elevations at the well.  

3.2.5 Simulated Water Levels 

Figures 3.2-24 through 3.2-32 show the simulated water level elevations in the 9 modeled 
layers, respectively, at the end of the simulation period in 2013.  Water level elevations 
show water flows generally to the southern boundary in all layers.  Model layer 1, 
representing the Quaternary Alluvium, reflects flow in the river channels, as shown on 
Figure 3.2-24.  Water level contours in deeper units show drawdown cones at pumping 
wells.  The northern portion of the Queen City sand shows numerous water level 
nonconformities Figure 3.2-28.  There is a large simulated cone of depression extending 
across Angelina and Nacogdoches Counties in the Carrizo Sand and Wilcox Aquifers (layers 
6 through 9), as shown on Figure 3.2-29 through 3.2-32.  Slightly smaller drawdown cones 
are noted in Smith County within the Carrizo Sand and Wilcox Aquifers (model layers 6 
through 9).  

Figures 3.2-33 through 3.2-41 show the change in water levels within each layer from 1980 
to 2013.  Generally, water level changes in the upper four layers, the Quaternary Alluvium 
(model layer 1) to the Queen City Sand (model layer 4), are small with most changes within 
10 feet and limited pockets of greater water level change such as in Wood County, as shown 
on Figures 3.2-33 through 3.2-36.  Generally, water level changes in the lower five layers, 
the Reklaw Formation (model layer 5) to the Lower Wilcox (model layer 9), are larger with 
a large area in the northern portion of the model, centered about Smith County and 
extending southward, showing groundwater levels decreasing up to 50 feet, as shown on 
Figures 3.2-37 through 3.2-41.  Another significant change in water level elevations occurs 
in Arkansas, in Miller County, located in the northernmost corner of the model.  In this area, 
groundwater levels decrease which are greater with depth, up to 500 feet of decrease in the 
Middle Wilcox (model layer 8), as shown on Figure 3.2-40.  The remainder of the model 
domain shows relatively stable water levels from 1980 to 2013.  There is a general area of 
groundwater mounding between 1980 and 2013 centered about Nacogdoches and 
Angelina Counties within the Reklaw Formation, Corrizo Sand, and Upper Wilcox (model 
layers 5, 6, and 7), as shown on Figures 3.2-37 through 3.2-39, with largest rebound of over 
60 feet in the Carrizo Sand (model layer 6). 

Figures 3.2-42 through 3.2-47 compare simulated groundwater level elevation contours 
from the end of the model simulation period, 2013, to the Conceptual Model groundwater 
level elevation contours using 2015 data previously presented in the Conceptual Model 
Report (Montgomery and Associates, 2018).  The Conceptual Model Report used observed 
data to interpolate the 2015 groundwater level elevation surface.  The 2015 groundwater 
level elevation surface for this discussion is referred to the observed groundwater level 
elevations.  Comparisons are provided for the Sparta Sand, Queen City Sand, Carrizo Sand, 
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and Wilcox Aquifer (model layers 2, 4, 6, 7, 8, and 9).  Even though comparisons are made 
between 2013 modeled conditions and 2015 observed conditions there is minimal change 
in average water level conditions between the two years.  

The Sparta Sand (model layer 2) conceptual contours are uncertain over much of the layer, 
as indicated on Figure 3.2-42 using dashed lines.  Generally, 2013 simulated groundwater 
level elevations are consistent with the elevations of the observed 2015 water level surface 
with similar gradients pointed in the southward direction.  The Queen City Sand (model 
layer 4) 2013 simulated and 2015 observed groundwater contours are similar, and both 
show southward flow, as shown on Figure 3.2-43.  The 2015 observed pumping centers 
near Wood and Cherokee Counties are not clearly present in the 2013 simulated contours, 
however, the two-year time difference between the observed and simulated contours may 
account for some of these differences.  The Carrizo Sand and Upper Wilcox (model layers 6 
and 7) observed and simulated contours match more closely in terms and both show 
pumping centers in Nacogdoches and Smith Counties with elevations of similar values, 
showing flow to the south, as shown on Figures 3.2-44 and 3.2-45.  

The Middle and Lower Wilcox (model layers 8 and 9) 2015 observed contours are 
uncertain in the south portion of the model, as shown on Figures 3.2-46 and 3.2-47.  In the 
Middle Wilcox (model layer 8), the 2013 simulated contours show similar features as the 
2015 observed contours, including an elevation trough in the southern portion of the 
model, pumping in Smith County, and areas of groundwater mounding in Rusk and 
Harrison Counties, shown on Figure 3.2-46, though a cone of depression indicated by data 
in Cass County was not simulated.  The Lower Wilcox (model layer 9) 2013 simulated 
contours show details such as areas of pumping and areas of groundwater mounding not 
captured in the 2015 observed contours, however, most of the 2015 contours are uncertain 
in the Lower Wilcox within the model domain, as shown on Figure 3.2-47.  

3.3 Model Simulated Versus Measured Baseflow 
Surface-water/groundwater fluxes were used to constrain the model.  The major rivers in 
the model domain were simulated with the RIV package as described in Section 2.9.  
Figures 2.9-1 through 2.9-5 show the annual flows at stream gages located on the major 
rivers in the model domain, which include the Trinity River, Neches River, Sabine River, Big 
Cypress Creek, and Sulphur River.  The flow difference between stream gages was 
calculated at select river segments with unmanaged flows.  A positive difference in flow 
signifies the river is gaining along the reach, and a negative difference in flow signifies the 
river is losing along the reach.  The rivers simulated in the model are primarily gaining 
streams.   

Measured stream gage data was used to evaluate simulated surface-water/groundwater 
fluxes.  However, since the model does not simulate surface water flow, the flux between 
river and groundwater was evaluated qualitatively.  Figure 3.3-1 shows the simulated flux 
between the simulated rivers and the groundwater in the model domain.  A negative flux 
value indicates a gaining reach and a positive flux value indicates a losing reach.  Most of 
the reaches shown on Figure 3.3-1 are gaining, which matches measured gage data, as 
shown Figures 2.9-1 through 2.9-5.  In addition, the simulated water budget for river inflow 
and outflow was evaluated.  Figure 3.3-2 shows the inflow from the river boundary 
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condition, outflow to the river boundary condition, and net river gain.  The inflow from the 
river boundary condition, which represents water flowing from the river boundary 
condition into groundwater, is flat during the simulation period, with an average of 
approximately 38,000 acre-feet per year (acre-feet/year).  The outflow to the river 
boundary, which represents water flowing from groundwater into the river boundary 
condition, varies during the simulation period, with an average of approximately 260,000 
acre-feet/year.  The net flux from the groundwater to the river boundary condition average 
of approximately 222,000 acre-feet/year.  Measured stream gage fluxes cannot be directly 
compared to simulated fluxes, as measured stream gage data is not measuring base flow.  
However, the measured and simulated river flux both result in gaining stream conditions.  

3.4 Model Simulated Water Budgets 
The water budget for steady-state 1980 simulation is show in Table 3.4-1.  The largest 
inflow in the model domain (besides internal flow between layers) is recharge contribution 
in all layers and especially within the Quaternary Alluvium (model layer 1).  Simulated 
rivers contribute a minor amount of inflow into the Quaternary Alluvium (model layer 1) as 
does the GHB into the Sparta sand and Carrizo Sand (model layers 2 and 6).  Within the 
1980 simulation, the largest total outflows (besides internal layer outflows) are to the 
simulated rivers in the Quaternary Alluvium (model layer 1), followed by 
evapotranspiration and groundwater pumping.  Although total extraction of groundwater 
not the largest outflow for the steady-state 1980 simulation period, it is the largest outflow 
in the Carrizo Sand and Wilcox Aquifers (model layers 6, 7, 8, and 9). 

The water budget for the transient simulation from 1980 through 2013 is shown in Figure 
3.4-1 and summarized in Table 3.4-2.  The largest model inflows and outflows are similar 
to those in the steady-state 1980 simulation.  Inflows and outflows are dominated by 
recharge for inflow and rivers and evapotranspiration for outflow.  Within individual 
layers, outflow was dominated by groundwater extraction in the Carrizo Sand and Wilcox 
Aquifers (model layers 6, 7, 8, and 9).  Storage provided a negligible amount of inflow and 
outflow across the model. 

Figure 3.4-1 shows how the water budget fluctuates during the simulation period.  
Recharge (inflow), is the largest component in the model water budget, and showed the 
greatest changes year to year.  Recharge over time did not display a noticeable trend from 
1980 to 2013 although recent drought conditions were reflected as an extended period of 
decreasing flux (2004 to 2012).  River and evapotranspiration (outflows) showed some 
variability with time.  Drought conditions were also reflect in the river and 
evapotranspiration water budget components with declining flows between 2004 and 
2012.  Groundwater extraction did not vary significantly year to year but showed an 
increasing trend from 1980 to 2013.  Other inflow and outflow components were generally 
consistent across the model time interval and generally smaller in magnitude. 

4.0 Sensitivity Analyses 
A sensitivity analysis was conducted on the calibrated model to determine the impact of 
conceptual or parameter changes to the calibration results.  The current section discusses 
the sensitivity analyses to calibration.  
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4.1 Procedure of Sensitivity Analysis 
Sensitivity analyses were performed to evaluate the effects of hydraulic conductivity, 
pumping, recharge, evapotranspiration, and specific yield.  Both transient and steady-state 
analyses were performed to evaluate parameters that have a high impact on calibration.   

Evaluation of sensitivity was qualitative for the transient 1980-2013 model sensitivities. 
The parameters tested were evaluated by comparing water level hydrographs from the 
sensitivities to the calibrated model and observed values.  The evaluated 
parameters/stresses included: a no-pumping case, a simulation with constant recharge, 
and a sensitivity simulation on the specific yield value. 

Evaluation of sensitivity was quantitative for the two-period steady-state model sensitivity 
analyses.  Recall that the two stress periods reflect 1980 and 2013 stress conditions.  The 
evaluated parameters included: hydraulic conductivity, recharge, evapotranspiration, and 
pumping.  For these sensitivities, the parameter values were raised and lowered by 
prescribed factors and the change in model calibration errors were evaluated for each case. 
These parameters were then categorized into high, medium and low sensitivity groups 
considering the change in the calibration statistics resulting from the change in the 
parameter value.  The possible “sensitivity types” are defined by ASTM (1994, 2000) and 
are used for uncertainty evaluations of the predictive analyses.  The sensitivity types 
categorize how parameters change the model calibration versus changing the model 
predictions and are as follows:  

Type I sensitivity is defined for parameters that cause insignificant changes to the 
calibration residuals as well as to model conclusions/predictions of interest.  Type I 
sensitivity is of no concern because regardless of the value of the input, the prediction is 
also insensitive.  

Type II sensitivity is defined for parameters that cause significant changes to the 
calibration residuals but are not sensitive to model conclusions/predictions of interest.  
Type II sensitivity is of no concern because the prediction is not sensitive to the calibration.  

Type III sensitivity is defined for parameters that cause significant changes to the 
calibration residuals as well as to the model conclusions/predictions.  Type III sensitivity is 
of no concern because even though the model’s predictions change as a result of variation 
of the input variable value, the calibration residuals are also sensitive, and the model 
becomes uncalibrated as a result.  Thus, model calibration ensures that the predictions 
considered are appropriate for the modeled system.  

Type IV sensitivity is defined for parameters that cause insignificant changes to model 
calibration residuals but significant changes to the model predictions.  Type IV sensitivity is 
of concern because over the range of that parameter in which the model can be considered 
calibrated, the conclusions/predictions of the model can change.  Additional data collection 
for such parameters can help narrow the band of uncertainty in the prediction.  

Based on the model calibration statistics alone, parameters with low residual mean, 
absolute residual mean head, or RMS error were categorized as possible Sensitivity Type I 
or IV.  Parameters with high residual mean, absolute residual mean head, or RMS error 
were categorized as possible Sensitivity Type II or III.  Following the completion of 
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predictive model simulations, if parameter changes result in large prediction changes, 
parameters of Type I or IV will be classified as Type I and those with small prediction 
changes will be classified as Type IV.  The Type IV sensitivity indicates that predictions 
would be more accurate for better estimates of that parameter even though the parameter 
may not affect calibration.  

4.2 Results of Sensitivity Analysis 
For parameters evaluated using the two-period steady-state model, the sensitivity model 
statistics, absolute residual mean head, the residual mean head, and the RMS head error, 
were compared to the calibrated steady-state model.  The absolute residual mean head and 
residual mean head indicate sensitivity of the residuals to the parameter value showing 
whether the heads have overall increased or decreased as a result of the parameter change.  
The RMS head error sensitivity indicates how the spread in observed versus modeled 
water levels has changed.   

For parameters evaluated using the transient model, the evaluation of sensitivity utilized 
groundwater hydrographs.  Detailed discussions of each parameter evaluation are 
provided below.  

4.2.1 Sensitivity to Aquifer Hydraulic Conductivity Parameters 

Sensitivity of the model calibration to hydraulic conductivity values of the various geologic 
units was evaluated for the two-period steady-state model.  The transient time periods 
were not considered as they do not add to the evaluation.   

The parameter sensitivity study was conducted by using the automated sensitivity analysis 
option in Groundwater Vistas Version 7.24 (Rumbaugh and Rumbaugh, 2020).  The 
automated sensitivity evaluated the stead-state model while adjusting hydraulic 
conductivity one layer at a time.  The sand and clay hydraulic conductivities for each layer 
were evaluated individually as separate simulations.  For each layer, sand and clay 
hydraulic conductivity values were multiplied by factors of 0.3, 0.7, 1.3, and 1.7.  The 
factors of 0.3 and 1.7 represent a 70% reduction and increase in the hydraulic conductivity, 
while the factors of 0.7 and 1.3 represent a 30% reduction and increase in the hydraulic 
conductivity.  The automated sensitivity analysis calculated the calibration statistics for 
each parameter change and compiled the results in the autosens.out file.   

Most model layers were not sensitivity to changes in sand or clay hydraulic conductivity; 
however, those that were showed various degrees of sensitivity.  Figures 4.2-1 and 4.2-2 
show the absolute residual mean for the hydraulic conductivity sensitivity and Figures 4.2-
3 and 4.2-4 show the RMS head error for the hydraulic conductivity sensitivity.  For the 
sand sensitivities, which generally control the horizontal hydraulic conductivity, the Middle 
Wilcox (model layer 8) had the greatest sensitivity, followed by the Lower Wilcox (model 
layer 9), as shown on Figures 4.2-1 and 4.2-2.  The Queen City Sand (model layer 4) showed 
a slight improvement in model calibration with a decrease in sand hydraulic conductivity.  
The remaining layers showed little to no sensitivity to increases or decreases in the sand 
hydraulic conductivity.  For the clay sensitivities, which generally control the vertical 
hydraulic conductivity, the Upper Wilcox (model layer 7) had the highest sensitivity, 
followed by the Middle Wilcox (model layer 8) and Reklaw Formation (model layer 5), as 
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shown on Figure 4.2-3 and 4.2-4.  The remaining layers showed little to no sensitivity to 
increases or decreases in the clay hydraulic conductivity.   

Table 4.2-1 categorizes the sensitivity simulations into low, medium and high sensitivity 
values.  Parameters with low, medium, or high sensitivity to calibration based on the 
absolute residual mean head and RMS error were categorized as possible Sensitivity Type 
II or III.  These included the sand hydraulic conductivities for the Queen City Sand, the 
Middle Wilcox, and the Lower Wilcox (model layers 4, 8, and 9), and the clay hydraulic 
conductivities for the Reklaw Formation, the Upper Wilcox, and the Middle Wilcox (model 
layers 5, 7, and 8).  The remaining layers showed little to no sensitivity to increases or 
decreases in the sand or clay hydraulic conductivity values and were therefore categorized 
as possible Sensitivity Type I or IV.   

4.2.2 Sensitivity to Model Stresses Using the Two-Period Steady-State Model 

The sensitivity of the model calibration to recharge, evapotranspiration, and groundwater 
pumping was evaluated to note the impact of variations of these parameters on the 
calibrated model.  These sensitivity analyses were conducted using the two-period 1980 
and 2013 steady-state model.  In addition, the transient model was used to evaluate the 
effect of no pumping and of constant recharge on simulated water level elevations.  

For each steady-state sensitivity analysis, the stress values were multiplied by factors of 
0.3, 0.7, 1.3 and 1.7 to note the impact on calibration errors.  The factors of 0.3 and 1.7 
represent a 70% reduction and increase in the respective flux values, while the factors of 
0.7 and 1.3 represent a 30% reduction and increase in the respective flux values.  

The mean head residual and the RMS head error were evaluated to establish model 
behavior.  The mean head residual indicates sensitivity of the residuals to the parameter 
value showing whether the heads have overall increased or decreased as a result of the 
parameter change.  The RMS head error sensitivity indicates how the spread in observed 
versus modeled water levels has changed.  

Figure 4.2-5 shows the steady-state sensitivity to the mean head residual to recharge, 
evapotranspiration rate, and groundwater pumping.  Recharge has the largest impact on 
the mean head value computed at the target groundwater cells, while the 
evapotranspiration rate had the smallest impact.  

Figure 4.2-6 shows the steady-state sensitivity of recharge, evapotranspiration rate, and 
groundwater pumping to the RMS head error.  The largest sensitivity again was to 
recharge.  Evapotranspiration rate did not impact the RMS head error by any appreciable 
amount.  

Evapotranspiration showed no sensitivity as reflected in the residual mean and RMS error, 
which categorizes evapotranspiration as possible Sensitivity Type I or IV, as shown on 
Table 4.2-1.  Recharge and pumping resulted in high and medium sensitivity as reflected in 
the residual mean and RMS error, which categorizes these parameters as possible 
Sensitivity Type II or III, as shown on Table 4.2-1.  If predictive sensitivity simulations for 
evapotranspiration indicate large prediction changes, evapotranspiration will be classified 
as Sensitivity Type IV, indicating that predictions would be more accurate for better 
estimates of this parameter even though it may not affect the calibration.  It is further noted 
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that the model water level statistics were sensitive to recharge decreases but not to 
increases in recharge.  This is because baseflow and evapotranspiration fluxes increase to 
compensate, with only small increases in water levels.  

4.2.3 Sensitivity to Model Stresses Using the Transient Model 

The transient model was used to evaluate the effects of no pumping and constant recharge.  
The no pumping model in comparison to the calibration simulation indicates impact of 
pumping and their fluctuations on water levels.  The constant recharge model in 
comparison to the calibration simulation indicates impact of recharge fluctuations on water 
levels.  Figures 4.2-7 through 4.2-13 show the hydrographs at select wells for these 
sensitivity studies.  The transient model with no pumping generally results in increased 
water levels, which at a few observation wells, improved calibration, as shown on Figures 
4.2-7 through 4.2-13.  This could be indicative of pumping within the wrong layer at those 
locations.  In addition, the no pumping sensitivity resulted in dampened water level 
fluctuations at some of the observation wells.  The transient model with a constant 
recharge rate generally resulted in the same magnitude of water level elevations, but with 
dampened water level fluctuations at most of the observation wells and some showing no 
water level fluctuations.  Sensitivities reveal both pumping and recharge stresses 
contribute to water level fluctuations.  In general, unconfined aquifer water level 
fluctuations are primarily controlled by variations in recharge; and confined aquifer water 
level fluctuations are primarily controlled by variations in pumping rates, as shown on 
Figures 4.2-7 through 4.2-13. 

4.2.4 Sensitivity to Aquifer Storage Properties 

A sensitivity analysis was conducted to note the impact of aquifer storage properties on 
water level fluctuations in the domain.  Since the focus of this sensitivity was to evaluate 
water fluctuations and not calibration, the transient model was used, and the results were 
not categorized as ASTM sensitivity types.  To evaluate the effect of the specific yield, 
specific yield was increased from 0.0007 to 0.05 for the transient model.   

Figures 4.2-7 through 4.2-13 show the hydrographs at select wells for this sensitivity study.  
Water level fluctuations are generally dampened for the sensitivity simulation with 
increased specific yield, as compared to the calibrated simulation.  Within the model 
calibration results, most simulated water level elevations at unconfined and confined 
monitoring well locations exhibit this flattened response.  However, the general trends in 
the hydrographs for calibration and specific yield simulations are similar indicating the 
storage parameters are not very significant to the calibrated simulation.  Also, considering 
the annual time scale of evaluation for model stress periods, water level fluctuations are 
generally more dampened due to dampening of peak stresses into average values. 

5.0 Modeling Limitations 
Several simplifications, assumptions, and approximations have been made in developing 
the Northern QCSCW model.  Representation of the domain by discrete finite-volumes, 
approximation of groundwater flow by the continuity equation and Darcy’s Law, and 
approximation of the various boundary conditions and stresses by steady-state or annual 
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average conditions create an idealized representation of the flow system.  This enables 
regional evaluations at long time-scales (of years to decades), but such an idealized system 
contains inherent divergence from actual conditions though the effect of these differences 
can be assessed.  Errors are also associated with mesh design, aquifer or boundary 
geometry or areal extent, and the configuration of hydrologic components 
(conceptualization errors).  These errors were minimized during model development and 
further evaluated and reduced during model calibration and sensitivity analysis as 
described below. 

Data that is incorporated into a model may be incomplete, may contain errors, or may be 
incompatible with the modeled spatial and temporal scale.  Possible measurement errors 
were accounted for in this model by using a lower calibration weighting when these errors 
were discernable.  Also, water levels that are measured instantly may be compared to 
simulated water levels that result from annual stress periods.  Pumping information from 
the conceptual model derived from TWDB databases were also incomplete causing model 
limitations.  The calibrated model used pumping information derived from the previous 
GAM (Intera, 2004) which lumped pumping into the large model grid centers.  This also 
affected the model calibration and therefore sensitivity analyses of this stress were 
conducted to evaluate its significance.  Better transient pumping information can provide 
better transient calibrated water level responses; however, automatic calibration methods 
applied to pumping transients were not effective in resolving the data due to 
low/moderate sensitivity.  

A groundwater flow model requires that the entire domain be appropriately 
parameterized. Although information exists on general aquifer characteristics, and more 
detailed sand fraction distributions were available for the geologic units, detailed 
hydrologic characterization is not possible except by extrapolating information from areas 
where data is available.  This lack of hydrogeologic information can introduce uncertainty 
and errors in model results, especially in complex systems such as the Northern QCSCW.  
Also, the hydraulic averaging formulas applied to determine horizontal and vertical 
hydraulic conductivities from sand and clay fractions may contain errors causing further 
limitations to the model.  Sensitivity analyses helped to quantify the impact of these sand 
and clay fraction data and hydrogeologic averaging approaches. 

The spatial resolution of the model was set to provide a regional evaluation of groundwater 
flow with refined discretization around surface-water features to capture the 
groundwater/surface-water interaction in a detailed manner.  The temporal resolution of 
the model was set to annual stress periods for recharge, pumping, and boundary flows for 
long-term planning purposes.  Annually average stresses were calibrated to all available 
water levels and therefore it is also assumed that the calibration is representative 
considering the different time scales of water level data and simulated stresses.  

The model limitations further include uncertainty in predictions.  Predictive sensitivity 
analyses should also be conducted with predictions of significance, to evaluate the impact 
of parameter variations on the prediction.  Categorizing the predictive sensitivities along 
with calibration sensitivities as per ASTM (1994, 2000) provides further information on 
the significance of data to the predictions.  
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6.0 Summary and Conclusions 
The northern QCSCW has been updated to simulate impacts of groundwater pumping on 
groundwater resources in northeast Texas.  The large model domain, complex geology, fine 
resolution, inconsistent pumping data, water level elevation quality control issues, and the 
33-year time frame proved challenging and contributed to the considerable computational 
effort and model uncertainty.   

Modeling challenges were addressed by selecting a robust and flexible software to best 
alleviate the computational burdens and still provide results at the scale of the modeling 
objectives.  The MODFLOW 6 groundwater flow model was used for the simulations with 
the Groundwater Vistas graphic user interface (GUI).  The numerical model was built in 
accordance with the conceptual model and consisted of 9 model layers to represent the 9 
hydrostratigraphic units of interest, consisting of the Quaternary Alluvium, Sparta Sand, 
Weches Formation, Queen City Sand, Reklaw Formation, Carrizo Sand, and Wilcox Aquifer 
(Upper, Middle, and Lower).   

The model simulation consisted of a steady-state period representing 1980 conditions 
followed by transient conditions from 1981 through 2013 using annual stress periods for 
recharge and pumping.  The steady-state 1980 period was simulated using average aquifer 
conditions.  

The model calibration was guided by available data.  Quantitative and qualitative metrics 
were implemented in evaluating representativeness of the model.  Observed water levels in 
wells and groundwater to surface water flow estimates were used to constrain the model.  
Calibration statistics show the model was well calibrated for the spatial and temporal 
scales of investigation.  Mass balance errors were negligible, and water fluxes at the various 
boundaries into and out of the domain were reasonable and consistent with the conceptual 
model.  Qualitative comparison of estimated conceptual groundwater elevation contours to 
simulated contours confirm that the calibration matched observed conditions across the 
model domain.  

Sensitivity analyses were conducted on the calibrated model to evaluate impact of 
parameter uncertainties and variations in boundary fluxes.  Parameters evaluated were 
storage, hydraulic conductivity, recharge, evapotranspiration, and groundwater pumping.  
The model proved to be sensitive to pumping.  A better estimation of pumping changes 
through time would have provided better transient calibration to water level changes.  As 
data collection continues and the conceptual model is improved, the uncertainties 
associated with the model can be reduced. 

A predictive model was developed for the period 2014 through 2080.  Predictive 
simulations are summarized in Appendices B, C, and D.  Predictive simulations were 
conducted to evaluate the impact of baseline pumping and average recharge and are 
discussed in Appendices B, C, and D.  The predictive simulations found that the 
groundwater model does not show unreasonable continual increases in water level 
elevations as the previous Groundwater Availability Model had done.  Since pumping and 
recharge values were held constant across the model for all counties, local variabilities in 
pumping were not accounted for, nor variability in other model parameters which were 
held constant through 2080.  Predictive modeling from 2014 to 2080 using these various 
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conditions showed that drawdown at Groundwater Management Area 11 counties may be 
significantly affected by the chosen baseline pumping or average recharge.  However, these 
predictive county-model layer drawdown charts may still be useful in guiding the Joint 
Planning Process and development of desired future conditions. 

7.0 Future Improvements 
A groundwater flow and transport model of Northern QCSCW GAM was developed in this 
project using the MODFLOW 6 software.  Use of oct-patch grids facilitated providing finer 
resolution to the numerical discretization near surface-water features to accurately 
capture the interactions.  Pinch-outs and outcrops were handled in a geologically 
consistent manner.  The Groundwater Vistas GUI was used to develop the model.  Multiple 
calibration metrics were used to constrain the model.  The groundwater flow model 
generally depicts conditions within the domain during the 1980-2013 simulation period for 
annually averaged stress conditions.  

There were several challenges overcome by this study.  A regional domain was simulated 
with sufficient resolution of the solution near surface-water features by use of oct-patch 
grid refinement which provides resolution horizontally as well as vertically near to the 
river.   

Further research suggested by this work includes:  

 A further evaluation of sand fraction distributions along with hydraulic conductivity 
data for the Quaternary Alluvium, Carrizo Sand, Weches Formation, and Reklaw 
Formation would improve calibration, as there were no sand fraction data for these 
units and a uniform sand fraction was used; 

 Improved pumping estimates, as there were clear data errors in the provided 
pumping estimates and calibrating the pumping rates proved to be impractical; and 

 More reliable water level elevation data and well construction data to better 
correlate observed water level elevation data to the hydrostratigraphic units these 
data represent.  

 More processing, QA and refinement of the water level data using data science 
techniques to associate water level fluctuations among different wells (evaluate 
clustering) to identify proximity, a common dominant aquifer unit, or other 
connections between well locations such as conduits or displaced geologic layering 
across fractures.  

 More processing of data using data science techniques to associate pumping 
stresses and their associated hydrogeologic units to water level drawdowns for 
more reliable data, such that pumping data gaps can be filled where the data is 
inadequate.  
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Executive Summary 
The Texas Water Development Board (TWDB) Groundwater Availability Model (GAM) 
program intent is that numerical models are to be used as living tools that would be 
updated as data and modeling technology improved.  Groundwater is a vital resource in the 
norther portions of the Queen City Sand, Sparta Sand, and Carrizo-Wilcox Aquifer System 
(QCSCW) and groundwater pumping is expected to increase in response to increased 
municipal demands.  The primary objective of the project is to update the existing GAM for 
the northern QCSCW to simulate impacts of groundwater pumping on groundwater 
resources in northeast Texas.   

Challenges to the modeling effort included a large domain (greater than 38,000 square 
miles); complex geology (deep, multi-layered system with outcrops and pinch-outs); fine 
resolution to effectively handle groundwater-surface water interaction; inconsistent 
pumping data; water level elevations with quality control issues; and a 33-year model time-
frame (1980 to 2013); all contributing to a considerable computational effort and 
uncertainty.   

Modeling challenges were addressed by selecting a robust and flexible software to best 
alleviate the computational burdens and still provide results at the scale of the modeling 
objectives.  The MODFLOW 6 groundwater flow model was used for the simulations with 
the Groundwater Vistas graphic user interface (GUI).  The numerical model was built in 
accordance with the conceptual model and consisted of 9 model layers to represent the 9 
hydrostratigraphic units of interest, consisting of the Quaternary Alluvium, Sparta Sand, 
Weches Formation, Queen City Sand, Reklaw Formation, Carrizo Sand, and Wilcox Aquifer 
(Upper, Middle, and Lower).  These layers have structural features such as pinch-outs and 
vertical displacements which were successfully represented using MODFLOW 6. 

A model grid measuring 193 miles by 201 miles with a base cell size of one square mile 
(5,280 feet on a side) was used to discretize the domain.  Quadpatch refinement was then 
applied to reduce the cell size to a level of 4 resulting in square grids size of 660 feet. This 
refinement was done in the Quaternary Alluvium hydrostratigraphic unit and provided a 
higher resolution for modeling surface water to groundwater interaction.  The grid 
coarsens for deeper layers, with a coarsening of one level for every active layer found 
beneath the alluvium cells. 

Model boundary conditions were constructed in model layer 2 (Sparta Sand) to represent 
the Younger Units hydrostratigraphic unit which was not explicitly modeled and in deeper 
layers to represent a southern boundary for flow within the lower aquifers (Queen City 
Sand, Carrizo Sand, and Wilcox Aquifers).  Aquifer and hydrogeologic properties such as 
hydraulic conductivity, aquifer storage, rivers, recharge, and evapotranspiration were 
simulated using various MODFLOW 6 packages.  Specifically, hydraulic conductivity of each 
unit was parameterized using correlation with available sand fraction estimates.   

Simulation of groundwater extraction was initially attempted as individual analytic 
element wells using conceptual model data.  However, due to domain-wide data 
discrepancies, the conceptual extraction data was replaced with pumping from previous 
modeling (Intera, 2004) and extrapolated through 2013.     



Texas Water Development Board Contract Number #1548301854 

2 

The model simulation consisted of a steady-state period representing 1980 conditions 
followed by transient conditions from 1981 through 2013 using annual stress periods for 
recharge and pumping.  The steady-state 1980 period was simulated using average aquifer 
conditions.  

The model calibration was guided by available data.  Quantitative and qualitative metrics 
were implemented in evaluating representativeness of the model.  Observed water levels in 
wells and groundwater to surface water flow estimates were used to constrain the model.  
Calibration statistics show the model was well calibrated for the spatial and temporal 
scales of investigation.  Mass balance errors were negligible, and water fluxes at the various 
boundaries into and out of the domain were reasonable and consistent with the conceptual 
model.  Qualitative comparison of estimated conceptual groundwater elevation contours to 
simulated contours confirm that the calibration matched observed conditions across the 
model domain.  

Sensitivity analyses were conducted on the calibrated model to evaluate impact of 
parameter uncertainties and variations in boundary fluxes.  Parameters evaluated 
quantitatively were hydraulic conductivity, recharge, evapotranspiration, and groundwater 
pumping.  Medium to high changes in calibration statistics were noted for changes in the 
recharge and pumping values and noted for hydraulic conductivity within the Queen City 
Sand, the Middle Wilcox, and Lower Wilcox.  Parameters evaluated qualitatively consisted 
of no pumping, constant recharge, and increased storage.  Increased storage results 
showed that storage is not significant to the model calibration.  Simulation of no-pumping 
and constant recharge both affected the model results, causing a decrease in water level 
elevation fluctuations across the model domain.  A better estimation of pumping changes 
through time would have provided better transient calibration to water level changes.  As 
data collection continues and the conceptual model is improved, the uncertainties 
associated with the model can be reduced. 

A predictive model was developed for the period 2014 through 2080.  Predictive 
simulations were conducted to evaluate the impact of baseline pumping and average 
recharge.  Baseline pumping choices were limited to total pumping from the calibrated 
model for years 2010, 2011, 2012, and 2013.  Average recharge was evaluated as 80%, 
90%, 110% and 120% of the calibrated model steady-state period (1980).  The predictive 
simulations found that the groundwater model does not show unreasonable continual 
increases in water level elevations as the previous Groundwater Availability Model had 
done.   

Since pumping and recharge values were held constant across the model for all counties, 
local variabilities in pumping were not accounted for, nor variability in other model 
parameters which were held constant through 2080.  Predictive modeling from 2014 to 
2080 using these various conditions showed that drawdown at Groundwater Management 
Area 11 counties may be significantly affected by the chosen baseline pumping or average 
recharge.  However, these predictive county-model layer drawdown charts may still be 
useful in guiding the Joint Planning Process and development of desired future conditions. 
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1.0 Introduction and Purpose of the Model 
The Texas Water Development Board (TWDB) Groundwater Availability Model (GAM) 
program intent is that numerical models are to be used as living tools that would be 
updated as data and modeling technology improved.  Given this directive, the primary 
objective of the project is to update the existing GAM for the norther portions of the Queen 
City Sand, Sparta Sand, and Carrizo-Wilcox Aquifer System (QCSCW) to simulate impacts of 
groundwater pumping on groundwater resources in northeast Texas.  This model, referred 
to as the Northern QCSCW GAM, will update the existing GAM for the northern Carrizo-
Wilcox Aquifer (Fryar and others, 2003) and the existing GAMs for the Queen City and 
Sparta Sand Aquifers (Kelley and others, 2004).  The Northern QCSCW model is based on 
the conceptual hydrogeologic model, which is summarized in the Draft Conceptual Model 
Report (Montgomery and Associates, 2018). The study area, as shown on Figure 1.2-1.   

The Northern QCSCW GAM will be used to assess future regional impacts from current 
pumping and projected future pumping.  Model results will be used to evaluate long-term 
groundwater pumping impacts on surface water and groundwater.  In addition, the model 
may be used to assist groundwater conservation districts in groundwater Management 
Area 11 with groundwater planning and management.  

2.0 Model Overview and Packages 
A conceptual model of the hydrogeologic system of the area of interest in Northern QCSCW 
aquifers was developed by Montgomery and Associates (2018). The conceptual model 
along with the existing GAM for the northern Carrizo-Wilcox Aquifer (Fryar and others, 
2003) and the existing GAMs for the Queen City and Sparta Sand Aquifers (Kelley and 
others, 2004) were the basis of the numerical model described in this report.  The 
groundwater system comprises Quaternary Alluvium and eight southward-dipping 
aquifers including (from top to bottom), Sparta Sand, Weches Formation, Queen City Sand, 
Reklaw Formation, Carrizo Sand, Upper Wilcox, Middle Wilcox, and Lower Wilcox.  The 
numerical model honors this conceptual model layering including pinch-outs and outcrop 
of the geologic units.  Figure 2.1-1 shows the aquifer outcrops simulated in the 
groundwater model.  The Queen City and Sparta Sand Aquifers are classified as minor 
aquifers in Texas and extend from the Frio River region in south Texas to east Texas with 
the Sparta Sand Aquifer extending into Louisiana and Arkansas.  The Carrizo-Wilcox 
Aquifer is classified as a major aquifer in Texas and extends from the Rio Grande region in 
south Texas to northeast Texas and into Louisiana and Arkansas. The Sparta Sands are 
overlain by Younger Units which are not actively simulated in the numerical model.   

The numerical groundwater-flow model was constructed to simulate the conceptualized 
groundwater-flow system for steady-state 1980 conditions and transient conditions using 
annual stress periods from 1981 through 2013.  This time period was selected principally 
based on pumping and groundwater level data availability.  The three-dimensional 
modular groundwater-flow model code MODFLOW 6 (Langevin and others, 2017) was 
used for the simulations with the Groundwater Vistas, Version 7 (Rumbaugh and 
Rumbaugh, 2017), Graphic User Interface (GUI).  
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Construction of the numerical model required several tasks.  The first task was to assess 
the conceptual model including the hydrogeologic framework, hydrostratigraphy, and 
assignment of boundaries such as rivers, recharge, evapotranspiration, and groundwater 
pumping.  Flows in and out of the model domain were discussed in the conceptual model 
sections related to pumping, exchange with the Younger Units, recharge, rivers, and 
evapotranspiration.  These flows have been translated into the model boundary conditions 
using the boundary condition packages of MODFLOW 6.  Boundary condition packages 
essentially allow water to flow into or out of the model domain (i.e., interaction of the 
model with the “outside world”).  The processes that govern this flow determine which 
package may be used to numerically implement the conceptualized interactions.  This 
understanding provided the guidelines for discretization of the domain and for selection of 
relevant packages within MODFLOW 6 to appropriately simulate the required process at 
the necessary spatial and temporal scales.   

Spatial resolution requirements were established and the hydrostratigraphic conceptual 
model (Montgomery and Associates, 2018) that was developed in Leapfrog® Geo 
(developed by Seequent) was imported into Groundwater Vistas.  Other base-maps were 
also imported into Groundwater Vistas to identify county boundaries, rivers, and other 
features that generally orient the model.  A grid was subsequently developed for the 
groundwater model domain; preliminary model parameter estimates were generated; and 
boundary conditions (rivers, wells, recharge, evapotranspiration, and general head 
boundaries) were developed for steady-state 1980 conditions as well as for transient 
conditions from 1981 through 2013 using annual stress periods.  Calibration targets were 
then developed for water levels for the steady-state and transient stress periods and 
imported into Groundwater Vistas.  The model was run in steady-state and transient modes 
to debug the datasets, establish convergence, and tune solver parameters for optimal 
simulation performance before moving on to the model calibration phase.  

2.1 MODFLOW6 Overview and Packages  
MODFLOW 6 is the newest version of the MODFLOW code, released in 2017 by the United 
States Geological Survey.  The code is appropriate for this work as it can meet all the 
simulation requirements and challenges for this project.  Elements of the code and 
packages pertinent to the Northern QCSCW model flow simulations are discussed here.  

The MODFLOW 6 groundwater model (Langevin and others, 2017) contains most of the 
functionality of previous MODFLOW codes, including MODFLOW-2005 (Harbaugh, 2005), 
MODFLOW-NWT (Niswonger and others, 2011), MODFLOW-USG (Panday and others, 
2013), and MODFLOW-LGR (Mehl and Hill, 2006).  MODFLOW 6 solves for three-
dimensional flow of water in the subsurface using the control-volume finite-difference 
(CVFD) approach.  The CVFD numerical method “discretizes” the modeled domain into 
model cells that may have different sizes and shapes.  Each model cell represents a part of 
the domain that is encompassed by that model cell and model inputs and outputs are 
generated for this discretized system.  The CVFD methodology allows for flexible gridding 
of the subsurface domain including: ability to refine the computational grid locally using 
nested grids to provide spatial resolution where required and accurately represent pinch-
outs, faults, displacements and outcrops of geological layers.  
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As with the other MODFLOW codes, MODFLOW 6 consists of groups of “modules” or 
“packages” that perform various functions related to groundwater flow simulations.  These 
packages compartmentalize the model into its various functional elements and includes 
packages to define the model domain and its discretization, parameterize the aquifer and 
flow processes, and implement various pumping and boundary conditions to the modeled 
system.  Table 2.1-1 shows the various packages of MODFLOW 6 that were used for the 
Northern QCSCW model.  Model input files were then developed for each of the packages to 
represent the conceptual model of the system.  

MODFLOW 6 is structured slightly differently from MODFLOW, in that the solution is 
separated from the model.  With the MODFLOW code, the entire domain is represented by 
one model, but in MODFLOW 6 it is possible to have multiple models (of different domains 
or different types) use the same solution.  Therefore, in addition to the model related files 
shown on Table 2.1-1, MODFLOW 6 also includes files for the solution that contains the 
models (only one model in this case).  

MODFLOW 6 simulation output is contained in several files.  The main output listing is 
written in a run list file (LST) which also includes the mass balance information.  Water 
level output is provided in the heads file with the extension HDS.  Modeled flows, storage 
flux, and boundary flux are output to the cell-by-cell flow file with extension CBB.  Table 
2.1-2 shows the relevant output files generated by MODFLOW 6.  A description of how the 
Northern QCSCW groundwater flow model was developed using these packages is provided 
in the subsections that follow.  

2.2 NAME File 
A MODFLOW 6 simulation includes two NAME files, one for the solution and another for the 
groundwater flow model.  

The solution NAME file includes solution-related information such as solution options, 
time-stepping file name, NAME files for the various models (only one in this case), file 
names for the exchanges between models (none in this case), and file name for the solver. 
The CONTINUE option was used in the solution which would allow for continuation of 
failed iterations; however, final model results were all converged to the prescribed 
tolerance limit. 

The model NAME file of the MODFLOW 6 model contains the model options and the 
abbreviations of all packages used in developing the model along with a file name for the 
input (or output) files that are used in the model. The Newton Raphson option was selected 
for linearizing the model flow equations.  

2.3 Initial Conditions (IC) Package  
The IC Package of MODFLOW 6 specifies initial water levels at all groundwater model cells 
in the domain.  Since the first stress period of the model is a steady-state condition, the 
starting head values do not affect the result but are required to begin the iterative process. 
However, because the numerical burden is reduced by starting from values close to the 
result, the starting heads were taken from the closest simulation results of a previous 
simulation of the calibration process. The binary output result file of a simulation was thus 
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renamed as “start.hds” such that the first stress period values (the steady-state result of the 
previous calibration simulation) were used as the starting condition for the current 
simulation.   

2.4 Discretization (DIS) Package  
A MODFLOW 6 simulation includes two discretization packages, one for time discretization 
of the solution and the other for defining the discretization of the unstructured grid for the 
model.  

The DIS Package of MODFLOW 6 was used and defines the model discretization 
information for the 3-dimensional groundwater cells.  

2.4.1 Stress Period Setup (TDIS) 

The QCSCW model was discretized into 34 stress periods. The first stress-period was 
simulated as steady-state representing 1980 conditions. The remaining stress periods are 
yearly and represented transient conditions from 1981 through 2013.  This temporal 
discretization using annual stress periods was considered sufficient for the regional 
planning objectives of the modeling effort.  Table 2.4-1 shows the stress period details.  

2.4.2 Model Domain Discretization (DIS) 

The QCSCW model domain and stratigraphy were established during conceptual model 
development. The model domain northern and north-western boundary represents the 
northern portion of the Carrizo-Wilcox Aquifer; the model domain southern boundary 
extends beyond the Carrizo-Wilcox Aquifer as shown on Figure 2.1-1 (Figure 4.1.3 of the 
Conceptual Model Report).  The model domain includes the north-eastern portions of the 
Sparta Sand and Queen City Sand Aquifers (Figure 2.1-1) (Figure 4.1.3 of the Conceptual 
Model Report).  The Major and Minor aquifers are described in detail in in the Conceptual 
Model Report (Montgomery and Associates, 2018) (Figures 2.0.2 and 2.0.3 of the 
Conceptual Model Report).  Nine geologic units in the model domain were discretized into 
9 numerical layers (Figure 2.4-1).  The hydrostratigraphic unit Younger Units was excluded 
from the model domain and is discussed further in the general head boundary section 
(Section 2.8).  Figures 2.4-2 through 2.4-20 (Figures 4.1.5 through 4.1.22 of the Conceptual 
Model Report) show the stratigraphic elevations and thicknesses of the geologic units 
simulated by the model.  

The structural features described in the Conceptual Model Report, which include the East 
Texas Embayment, Houston Embayment, Sabine Uplift, and Sabine Arch, are shown on 
Figure 2.4-21 (Figure 2.2.2 of the Conceptual Model Report).  These structural features 
dictate the outcrop pattern of the geologic units.  The Carrizo Sand and Wilcox 
hydrostratigraphic units outcrop along a belt along the northern extent of the model 
domain and also in the eastern portion of the model domain in the Sabine Uplift.  The 
Sparta Sand and Queen City Sand hydrostratigraphic units outcrop in the central portion of 
the model domain along the East Texas Embayment.  In the southern portion of the model 
domain, the surface geology and outcrop pattern are oriented southwest-northeast and the 
hydrostratigraphic units dip to the southeast.   
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The domain was discretized using a parent grid-block size of one square mile (5,280 feet 
length of each side) on a base grid containing 193 rows, 201 columns, and 9 layers.  An oct-
patch refinement procedure was implemented along the rivers to provide a finer spatial 
resolution along these features.  The oct-patch feature refines the grid in the horizontal and 
vertical direction.  Figures 2.4-22 through 2.4-30 show the discretization of the 
groundwater domain.  Model Layer 1, representing the Quaternary Alluvium 
hydrostratigraphic unit, has the greatest refinement level of 4 giving square grids of size 
660 feet for each side along the river.  The grid coarsens for deeper layers, with a 
coarsening of one level for every active layer found beneath the alluvium cells.   The model 
layers were eliminated where a geologic layer pinches out or where the underlying layer 
outcrops to the surface, as shown on Figures 2.4-22 through 2.4-30.  The model grid 
consists of 637,536 cells.  

MODFLOW 6 accommodates pinch-outs and Groundwater Vistas eliminates pinched-out 
model cells automatically, resulting in much more efficient and robust simulations.  
MODFLOW 6 also accommodates displaced model layers along faults and Groundwater 
Vistas creates the cross-layer connections between the hydrogeologic units. Figure 2.4-31 
shows cross-sections of the numerical model with a north-south cross-section A-A’ and 
northwest to southeast cross-section B-B’.  The cross-sections show the model layering 
honors the conceptual model including the salt dome feature shown in cross-section A-A’, 
and pinch outs as shown in both cross sections (Figure 2.4-31).    

2.5 Node Property Flow (NPF) Package  
The NPF Package and STO Package replace pervious MODFLOW packages that characterize 
the aquifer properties including the Layer Property Flow (LPF), Block-Centered Flow 
(BCF), and Upstream Weighting (UPW) packages.  The NPF Package was used to specify 
aquifer flow parameters (hydraulic properties) and define individual cells as confined or 
convertible for the groundwater domain.  Aquifer flow parameters required by the NPF 
Package include horizontal and vertical hydraulic conductivities.  The parameter values 
were established during calibration using the automated parameter estimation software, 
PEST; this process is discussed further in the Calibration Section (Section 3.0).  The 
approach towards parameterization is discussed here.  

Hydraulic conductivity values for the aquifers in the domain have previously been 
estimated at various locations as noted in the Conceptual Model Report; however, it is 
difficult to partition these values into the various geologic units that comprise each aquifer.  
Estimated distributions of sand fraction within each of the geologic units were therefore 
used to parameterize the hydraulic conductivity for each model layer throughout the 
domain.  Figures 2.5-1 through 2.5-5 show the sand fraction distributions for the Sparta 
Sand (model layer 2), Queen City Sand (model layer 4), Upper Wilcox (model layer 7), 
Middle Wilcox (model layer 8), and Lower Wilcox (model layer 9) units, respectively.  

Sand fraction information was not available for the transmissive units, the Quaternary 
Alluvium (model layer 1) and the Carrizo Sand (model layer 6); or for the aquitards, the 
Welches Formation (model layer 3) and the Reklaw Formation (model layer 5).  A uniform 
value was used to parameterize these units.  The sand fraction value of 0.70 was used for 
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the transmissive units; the sand fraction value of 0.10 was used for the aquitards. Sand 
fractions are summarized in Table 2.5-1. 

Hydraulic conductivity parameterization was conducted as follows.  A higher 
parameterization hydraulic conductivity value was associated with a sand fraction of unity, 
and a lower value was associated with a sand fraction of zero for each geologic layer (the 
assumption being that each geologic unit has its own type of soil or rock and that, within 
each unit, less sand implies higher clay or rock content with an associated lower effective 
hydraulic conductivity).  The horizontal hydraulic conductivity for any computational cell 
in the domain is computed as an average, weighted by the sand fraction value of the cell; 
this provides a linear relationship between the highest and lowest value within each 
geologic unit.  The relationship between sand fraction, parameterized hydraulic 
conductivity values, and model hydraulic conductivity can be written as: 

 

Where hK is the horizontal hydraulic conductivity of a cell; sf  is the sand fraction of a cell; 

sK  is the parameterization hydraulic conductivity value for sand for a geologic unit, and 

cK  is the parameterization hydraulic conductivity value for clay or rock for the geologic 
unit.  For vertical hydraulic conductivity, a weighted harmonic mean value was applied. 
Thus,  

 

Where vK  is the vertical hydraulic conductivity of a cell.  

To understand flow behavior for this parameterization, it is generally noted that the sand 
hydraulic conductivity would govern horizontal flow in the model since the arithmetic 
average tends towards the mid-point value for equal fractions of sand and clay.  The clay 
hydraulic conductivity would generally govern vertical flow in the model since the 
harmonic average tends to be biased towards the lower (clay) conductivity value for equal 
fractions of sand and clay.  

The sand fraction information is stored in the “Leakance” property within Groundwater 
Vistas. When the MODFLOW comment-line includes the phrase “Sand Fractions stored as 
Leakance”, Groundwater Vistas performs the computations for horizontal hydraulic 
conductivity, Kh, and vertical hydraulic conductivity, Kv, for each cell using the formulas 
above to create the NPF datasets.  Note that this computation is also done during PEST 
simulations for calibration.   

The specific storage and specific yield parameters were estimated as uniform within each 
geologic unit.  There is less data available for these parameters and therefore adding 
complexity was deemed unwarranted.  Instead, the influence of these parameters on the 
system and model solution was tested with a sensitivity analysis, discussed in Section 4.0.  
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Faults or flow barriers were not implemented in the calibrated model.  However, the Mount 
Enterprise Fault Zone shown on Figure 2.4-21 (Figure 2.2.2 of the Conceptual Model 
Report) contains displacements along the faults causing inter-unit connections.  
MODFLOW6 handles such connections allowing lateral flow from one geologic layer to 
multiple layers across a fault with displacement.  Groundwater Vistas generates these 
cross-layer connections at the Enterprise Fault location as an “OPTION” under the “vertical 
geometry” tab depending on layer elevations across the fault.  

2.6 Storage (STO) Package 
The STO Package is only used for transient conditions to provide compressible storage 
contributions. The STO package was used in the model to specify the aquifer storage 
parameters which include specific storage and specific yield.  Input for the STO package 
includes the specific storage and specific yield of each model cell. If the STO package is not 
included in the model NAME file, then a steady-state simulation is conducted. The mass 
balance output for the STO package provides information on the confined and unconfined 
components of the total storage. Thus,  

QSTO = QSS + QSy 

Where QSS is the volumetric flow rate from specific storage (L3/T) and QSy is the volumetric 
flow rate from specific yield (L3/T). 

2.7 WEL Package 
The WEL package was used in the model to simulate groundwater pumping wells.  During 
initial model development, raw pumping data from the Conceptual Model Report was input 
into Groundwater Vistas as analytical element wells.  Each well was screened within a 
single model layer as developed from available data in the Conceptual Model.  After 
analyzing the raw pumping data, additional data clean up and the following changes to the 
raw pumping data were applied.   

1. Wells placed in one of the two aquitards (model layers 3 and 5) were moved into the 
layer above; 

2. Pumping records for the years 1981, 1982, and 1983 were not available, thus values 
for these years were established by linearly interpolating between 1980 and 1984; 

3. Pumping outliers were removed for the dataset; and 

4. An apparent shift in the pumping rate that occurred after 1999 was smoothed out for 
data in counties that displayed this pattern. 

Simulations using the corrected data further identified further issues with the pumping or 
water level data.  Specifically, water levels were rising with increasing pumping and vice 
versa at several instances.  Mostly however, the pumping data did not show a general trend 
in pumping changes between 1980 and 2013, while water levels showed a general decline 
at several wells.  The water level datasets were considered to be more reliable because 
pumping numbers in the TWDB database were largely estimates supplied by the districts.  
In addition, it was identified that several counties changed the way they estimated 
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pumping volumes after 1999; these individual practices introduced large inconsistencies 
and uncertainties within the pumping dataset.  Therefore, it was further decided to 
calibrate the pumping variations via PEST on a county-by-county basis.  However, upon 
implementation, it was noticed that the sensitivity of water level changes to variations in 
pumping was very small and therefore the PEST optimization process failed.  Finally, the 
pumping data from the previous GAM (Intera, 2004) model was further examined against 
water levels and it was noted that cumulative increases in pumping within that dataset 
caused appropriate declines in observed water levels.  Therefore, this data was processed 
further for use in the current numerical model.  

Table 2.7-1 compares the total pumping per layer between the raw conceptual model data, 
the corrected conceptual model data, and the current model (based on previous GAM 
model pumping).  The pumping data presented in the previous GAM (Intera, 2004) consists 
of pumping wells in 54,729 model cells and in single model layers.  The previous model 
data represents pumping from 1980 through 2005.  In order to establish pumping rates for 
the time period from 2006 through 2013, the conceptual model pumping data was 
compared to the 2005 value with the assumption that domain wide changes in pumping 
from the 2005 value were appropriate in the conceptual model.  A list of multiplication 
factors was thus generated, which was applied to the 2005 pumping value of the previous 
GAM.  The list of pumping factors is summarized on Table 2.7-2.  Figure 2.7-1 compares the 
original county well data and the pumping data used in the current model.   

Since the previous model does not have a layer representing the alluvium, this model 
update contains no pumping in model layer 1 (Table 2.7-1).  As there is little pumping in 
the alluvium layer in the conceptual model, the loss of pumping in layer 1 is minor.  The 
majority of the pumping in the previous model is in the Carrizo Sand, and the Upper, 
Middle, and Lower Wilcox, which compares well to the original conceptual model pumping 
(Table 2.7-1) at least in terms of bulk cumulative values between 1980 and 2013.   

Each well is screened within a single model layer. Figures 2.7-2 through 2.7-7 show the 
total pumping volume of each well during the model time period for each layer.  There are 
no wells screened within the Weches Formation (model layer 3) or the Reklaw Formation 
(model layer 5), which are aquitards.  Groundwater is pumped from the Queen City Sand, 
Sparta Sand, and Carrizo-Wilcox aquifers for municipal, irrigation, industrial, domestic, and 
stock uses.  Figures 2.7-8a through 2.7-8e show the pumping sums for each county per 
stress period (per year) and hydrostratigraphic unit.  Pumping sums for counties that 
straddle the model boundary do not reflect total pumping from that county but only the 
pumping portion that overlaps the model.  In general, most pumping is from the Upper, 
Middle, and Lower Wilcox stratigraphic units.   

The WEL package of MODFLOW 6 was used to apply a sink within the cell for each pumping 
well.  The sink was applied on an annual stress period for 34 stress periods representing 
1980-2013 conditions.  The WEL Package includes an “AUTOFLOWREDUCE” option that 
ensures that pumping demand does not draw water levels below the bottom elevation of 
the cell. This option is turned on for the simulations and any associated simulated 
reduction in pumping is reported in a “well flow-reduction” file.  All wells were pumping 
their desired volumes during model calibration.  
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2.8 General Head Boundary (GHB) Package 
Flow into or out of the model domain from the southern model boundary was simulated 
using the general head boundary (GHB) package. The GHB package was also used to 
simulate the interaction of the model with the Younger Units which were not explicitly 
simulated.  Figure 2.8-1 shows the modeled GHB locations.  The GHB condition in model 
layer 2 conceptualizes exchange of water with the Younger Units.  The GHB condition in 
model layers 4 and 6 through 9 along the southern model boundary allow flow of water 
into the model domain in the respective aquifers. This accounts for the southern boundary 
not being a natural aquifer boundary.  The heads along the GHB boundaries were set 
according to interpolated head contours in the region and are not changed through time.  
Table 2.8-1 shows the GHB head and conductance values for each layer.  

2.9 RIV Package 
The RIV Package of MODFLOW 6 was used to model the rivers in the model area.  The RIV 
package simulates flow in or out of the aquifer to surface-water features such as canals, 
rivers and streams.  Thus, flow within the surface-water features is not simulated, but the 
groundwater interaction is taken into account.  Figures 2.9-1 through 2.9-5 show the 
annual stream flows at stream gages located on the major rivers in the model domain, 
which include the Trinity River, Neches River, Sabine River, Big Cypress Creek, and Sulphur 
River.  Rivers generally flow from north to south.  The flow difference between stream 
gages was calculated at select river segments with unmanaged flows.  A positive difference 
in season flow means the river is gaining along the reach, and a negative difference in 
seasonal flow means the river is losing along the reach.  The rivers simulated in the model 
are primarily gaining streams. 

Figure 2.9-6 shows the simulated river boundary condition within the model domain.  
River width, bed thickness and bed conductance were taken as 1 foot, 1 foot, and 25 feet 
per day (feet/day), respectively, and the river segment length intersecting each 
groundwater cell was calculated by Groundwater Vistas for computation of the 
conductance coefficient.  The river stage was estimated from the topography and the 
riverbed elevation was taken as a foot below the stage.  

It is noted that preliminary simulations attempted using the STR package of MODFLOW6.  
However, the simulations encountered long runtimes and occasional convergence 
difficulties.  Upon evaluation of the data with controlled releases from the reservoirs, it was 
determined that estimating baseflow numbers for the gaged reaches would be difficult and 
therefore the RIV package would satisfy the objectives considering the available data.  

2.10 RCH Package 
Estimation of recharge as a result of percolation of precipitation was discussed during 
conceptual model development.  Annual average recharge rates were estimated to be up to 
2.5 inches per year over the model area, as described in the Conceptual Model Report.  
Figure 2.10-1 (Figure 2.1.8 of the Conceptual Model Report) shows the model 1980 
recharge rates which represent annual average estimates of recharge within the domain 
and across the various aquifers that crop out at the surface.  Recharge spatial distribution 
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was noted to be generally similar between years, with locations of higher recharge having 
higher recharge throughout the simulation period.  Therefore, the 1980 recharge 
distribution shown on Figure 2.10-1 was used in the model and scaled using a factor to 
represent greater or lower precipitation of subsequent years.  The scaling factors are 
summarized on Table 2.10-1.  Groundwater Vistas allows import of these as “multiplication 
factors” applied to the 1980 recharge conditions and this produces the recharge values for 
years 1981 through 2013 in the model. The recharge values were implemented in 
MODFLOW 6 via the RCH package, with recharge applied to the topmost active cell as 
computed by Groundwater Vistas.   

2.11 EVT Package 
The EVT package of MODFLOW 6 was used to apply evapotranspiration to the model. The 
EVT Package applies a Potential Evapotranspiration (PET) flux (in units of length per time) 
to each associated model cell in the domain.  The actual evapotranspiration flux depends on 
a user-defined PET that is applied to each cell when the water table is at or above the 
“evapotranspiration surface” of that cell (taken equal to the land surface elevation).  The 
PET declines linearly to zero as the water table depth drops down to an “extinction depth”.  

Estimation of PET and the extinction depth are discussed in the conceptual model.  The 
distribution of maximum evapotranspiration rates in the model is shown on Figure 2.11-1.  
Evapotranspiration was applied to the topmost active cell as computed by Groundwater 
Vistas.   

2.12 OC Package 
The Output Control Package of MODFLOW 6 controls how water levels, fluxes and water 
budget information is saved during a simulation.  The Output Control file was set up to save 
these results at the end of each stress period.  Thus, output was provided for the steady-
state 1980 stress-period and at the end of each year of the 1980-2013 transient simulation 
period.  

2.13 IMS Package 
The Iterative Matrix Solver (IMS) package of MODFLOW 6 sets up the solution 
methodologies and linear solver selection for a simulation.  

Nonlinear iterations using the Newton-Raphson linearization scheme were controlled 
using residual reduction and under-relaxation.  The under-relaxation parameters that are a 
default for MODFLOW 6 (the default parameters in Groundwater Vistas interface reflect 
these parameter values) are not very sensitive and were not changed for the simulations.  
The residual reduction parameters are generally tightened when nonlinear convergence 
difficulties are encountered but are relaxed when convergence eases.  Specifically, the 
residual change tolerance term (BACKTRACKING_TOLERANCE) was varied between 
10,000 and 1.1 at various stages of simulation.  The final optimal value selected was 1.1.  

The BiCGSTAB scheme was selected to solve the asymmetric system of linear equations.  
Linear solver parameters that were significant to the simulation included the matrix 
ordering scheme (REORDERING_METHOD), the level of fill (PRECONDITIONER_LEVELS ), 
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and number of orthogonal directions (NUMBER_ORTHOGONALIZATIONS).  These 
parameters were varied depending on convergence behavior during calibration.  Final 
calibrated simulation values were: PRECONDITIONER_LEVELS = 3; the RCM Ordering 
scheme; and NUMBER_ORTHOGONALIZATIONS = 14. The “drop tolerance” scheme was 
used with a drop-tolerance factor (PRECONDITIONER_DROP_TOLERANCE) equal to 1.0x10-

3.  

Solver parameter tuning was done throughout model development and calibration.  This 
was done to make sure that the simulations progressed as quickly as possible at every 
stage of the project.  

3.0 Model Calibration and Results 
The model was constructed as discussed above in Section 2.  As discussed earlier, the 
horizontal and vertical hydraulic conductivities were parameterized in the model using 
sand fraction data for each of the simulated geologic layers and estimates of the hydraulic 
conductivity value for sand and for the remaining material (assumed clay) for each of the 
layers.  Thus, initial estimates were provided for the hydraulic conductivity value for sand 
and clay for each geologic unit, and preliminary simulations were conducted to ensure that 
the model was appropriately assembled and that the simulations perform successfully.  
Initial estimates were also provided for the recharge rates, specific storage and specific 
yield values, and for the general head boundary condition heads and conductivities.  Solver 
parameters were initially adjusted for robustness and efficiency and were tuned 
throughout the calibration process.    

During model calibration, the hydraulic conductivity values for sand and clay were 
adjusted within reasonable parameter value bounds to provide appropriate flow behavior 
in the model domain.  The recharge rate multipliers were adjusted within reasonable 
parameter values to provide appropriate fluctuations in water levels.  The specific storage 
and specific yield values of the units were adjusted within reasonable parameter value 
bounds to provide appropriate magnitude of fluctuations of water levels.  The conductance 
values for the general head boundary conditions in layers 2, 4, and 6 through 9 were 
adjusted within reasonable parameter values to provide appropriate fluxes into and out of 
the model domain.   

The model was calibrated using an interactive expert approach (manual calibration 
evaluations) in conjunction with automatic model calibration using the parameter 
estimation code PEST (Doherty, 2010).  Preliminary model results were first evaluated to 
note model behavior and sensitivity.  Consistency with the conceptual model was also 
evaluated and various adjustments were made to model aquifer parameters or conceptual 
elements until the model was considered calibrated.  

3.1 Calibration Procedures 
Groundwater level elevations were used to constrain the model to observed conditions 
during the simulation period.  Groundwater and surface-water interaction flux estimates 
were used to further evaluate the model calibration.  These fluxes were not used during 
calibration because the baseflow is largely unknown and differences between gages may 
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contain other losses.  Baseflow estimates are better obtained by evaluating the recession 
hydrographs after storms.  

A two-period steady-state model, representing 1980 and 2013 conditions was first 
developed and calibrated using the automatic calibration method PEST.  The two-period 
steady-state model provided short run times, allowing PEST to be used effectively during 
calibration of hydraulic conductivity parameters for widely differing stress conditions.  
Even though it is understood that the system is not at steady state, the water levels change 
very slowly during these times thus providing a good estimate for calibration.  The 
transient model was then calibrated for the 1980 through 2013 period with appropriate 
fluctuations being determined by changes in recharge and pumping, and amplitude of 
water level changes controlled by the storage parameters of the aquifer materials. 
Preliminary transient calibration simulations indicated that there were issues with the 
pumping data as discussed earlier in Section 2.7.  Preliminary sensitivity analyses further 
indicated that wells largely in the unconfined outcrop regions of an aquifer unit responded 
to changes in recharge, while wells in confined regions of an aquifer responded to changes 
in pumping.  This section discusses the methods used to calibrate the model, including 
adjusting the recharge, aquifer parameters, and GHBs.   

3.1.1 Calibration of Recharge  

The recharge rate scaling factors were adjusted during calibration to provide a best fit 
between observed and simulated groundwater levels.  As discussed in the Conceptual 
Model Report, annual average recharge rates were estimated to be up to 2.5 inches per 
year over the model area with recharge being proportional to the hydraulic conductivity of 
the outcrop material.  The 1980 recharge distribution was used in the first stress period of 
the transient simulation, with scaling of that recharge for each subsequent year.  The 
multiplication factors were manually adjusted during calibration to better simulate water 
level elevation fluctuations at observation wells that responded to recharge mainly in 
outcrop areas of aquifer units where there is a strong correlation between water level 
elevation fluctuations and recharge.  The calibrated recharge multiplication factors are 
summarized on Table 3.1-1.  These values average to unity over the simulation period as 
they do for the original estimates of Table 2.10-1.  

3.1.2 Calibration of Aquifer Parameters 

The hydraulic conductivity parameters for sand and clay were adjusted during calibration, 
to provide a best fit between observed and simulated groundwater levels.  As described in 
Section 2.5, estimated distributions of sand fraction within each of the geologic units were 
used to parameterize the hydraulic conductivity for each model layer throughout the 
domain.  The hydraulic conductivity of the sand is stored as the horizontal hydraulic 
conductivity for each layer and the hydraulic conductivity of clay is stored as the vertical 
hydraulic conductivity for each layer in Groundwater Vistas with formulas that compute 
the combined horizontal and vertical hydraulic conductivities depending on the 
composition of sand and clay at a location.   

The hydraulic conductivity parameters for sand and clay were adjusted manually and by 
automatic calibration using PEST.  The two-period steady-state model was used for the 
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PEST simulations and the transient model was used during focused manual calibration 
evaluations.  The storage terms were noted to be insensitive overall, and mainly affected 
the nature and magnitude of fluctuations in simulated water levels.  The storage coefficient 
and specific yield were adjusted manually resulting in 3.898 x 10-8 and 0.0007, 
respectively.  The low specific yield values indicate that there may be partial confinement 
of the aquifer systems even in the outcrop regions.  

Table 3.1-2 shows the parameterized hydraulic conductivity values for sand and clay 
within the various geologic units in the calibrated model.  These parameters along with 
sand fraction distributions provide the calibrated horizontal and vertical hydraulic 
conductivity distributions for the various geologic units as shown in Figures 3.1-1 through 
3.1-10 and summarized on Table 3.1-2.  For the Quaternary Alluvium (model layer 1) and 
the Carrizo Sand (model layer 6), the sand fraction was assumed to be uniform at 0.7 
providing the calibrated horizontal hydraulic conductivity values of 6.56 feet/day and 0.12 
feet/day, respectively, and calibrated vertical hydraulic conductivity values of 5.87 
feet/day and 0.04 feet/day, respectively.  For the Weches Formation (model layer 3) and 
the Reklaw Formation (model layer 5), the sand fraction was assumed to be uniform at 0.1, 
providing the calibrated horizontal hydraulic conductivity values of 6.08 feet/day and 0.1 
feet/day, respectively, and calibrated vertical hydraulic conductivity values of 1.08e-4 
feet/day and 8.63e-6 feet/day, respectively.  

The calibrated horizontal hydraulic conductivity values for the Sparta Sand (model layer 2) 
ranged from 0.15 to 2.78 feet/day and that of the Queen City Aquifer (model layer 4) 
ranged from 1.05 to 1.95 feet/day.  The calibrated vertical hydraulic conductivity values for 
the Sparta Sand (model layer 2) ranged from 7.7e-6 to 1.5e-4 feet/day and that of the 
Queen City Aquifer (model layer 4) ranged from 1.03 to 1.90 feet/day.  The calibrated 
horizontal hydraulic conductivity units of the Wilcox Aquifer (Upper, Middle, and Lower 
Wilcox) (model layers 7, 8, and 9) ranged from 0.12 to 18.05 feet/day.  The calibrated 
vertical hydraulic conductivity units of the Wilcox Aquifer (Upper, Middle, and Lower 
Wilcox) (model layers 7, 8, and 9) ranged from 4.3e-5 to 15.25 feet/day. 

The calibrated hydraulic conductivity values were compared to the estimated hydraulic 
conductivity values presented in the Conceptual Model Report in Section 4.5 (Montgomery 
and Associates, 2018).  Table 3.1-2 summarizes the range of calibrated hydraulic 
conductivity values and the estimated horizontal hydraulic conductivity range and 
geometric mean for each layer.  The calibrated modeled horizontal hydraulic conductivity 
values are within the range of the estimated values. However, some of the calibrated values 
are on the lower side of the estimated range.  The calibrated horizontal hydraulic 
conductivity values for the Sparta Sand (model layer 2) and Carrizo Sand (model layer 6) 
are lower than the estimated range.  The calibrated horizontal hydraulic conductivity 
values for the remaining layers are within the estimated range, with the Weches Formation 
(model layer 3), and the Upper, Middle, and Lower Wilcox Aquifer (model layers 7, 8, and 
9) calibrated horizontal conductivity values matching the estimated geometric mean, as 
shown on Table 3.1-2.  Additional work may be needed to further correlate appropriate 
hydraulic conductivity zones with sand fraction distributions as noted in Section 7 which 
outlines further suggested research to improve understanding of flow.  
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3.1.3 Calibration of GHB 

The GHB conductance was adjusted during calibration to provide a best fit between 
observed and simulated groundwater levels.  As described in Section 2.8, The GHB controls 
flow in or out of the model domain along the southern model boundary.  GHBs were using 
in model layers 2, 4, and 6 through 9.  The heads along the GHB boundaries were set 
according to interpolated head contours in the region and the conductance values were 
adjusted using PEST and the two-period steady-state model.  Table 2.8-1 shows the 
calibrated GHB head and conductance values and associated model cell number and 
hydraulic features.  GHBs were also used to represent interaction of the Sparta Sand with 
the overlying Younger Units. Preliminary values of the GHB conductance were retained 
through calibration.  Since the GHB water levels were kept constant through the calibration 
process, wells within the Sparta Sand beneath the Younger Units show little simulated 
fluctuations if any.   

3.2 Model Simulated Versus Measured Heads 
Groundwater level elevations were used to constrain the model to observed conditions 
during the simulation period.  This section discusses the development of the water level 
elevation target data set and the various qualitative as well as quantitative measures that 
were used to evaluate the simulated water level elevations.   

3.2.1 Water Level Elevation Targets 

A total of 19,765 water level elevation records from 1,859 wells are within the model 
domain, in the simulated model layers (Younger Units, Midway Group, and Older Units are 
not simulated), and during the simulated model timeframe (1980 through 2013).  250 
water level elevation records from 104 wells were removed due to following questionable 
data flags. 

 pumping-level measurement;  

 presence of oil and grease in well;  

 possible incorrect well identification;  

 flooding/runoff into the well casing;  

 air leak in the sampling line;  

 re-completion in different zone;  

 well bridged or caved;  

 previously flagged as questionable; and  

 well water levels previously marked for exclusion. 

The data was further evaluated to note well elevations compared to water level elevations.  
There were wells with water level elevations below the bottom of the assigned layer or 
where water level elevations were below the top of the assigned layer in regions where the 
aquifer was confined.  These water levels were moved into an appropriate aquifer layer 
below such that the data is realistic.  The observed water level dataset (target dataset) used 
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for the model therefore consists of 18,606 water level elevation records from 1,797 wells.  
The observed water level wells are present in all model layers except for the two layers 
representing the aquitards (Weches and Reklaw Formations, model layers 3 and 5).  
Distribution of wells in each layer is shown on Figures 3.2-1 through 3.2-7.  The number of 
observed water level measurements at each well location is also shown.  

The target dataset was further evaluated for additional quality control issues that may 
warrant applying a weight to individual water level elevation records.  A weight factor 
applied to a water level measurement represents a measure of uncertainty in the data.  A 
weight factor was applied for the following conditions. 

 Reported recent pumping;  

 nearby pumping;  

 possible recharge activities nearby; 

 measurements from ground surface prior to wellhead completion;  

 wet or leaking casing; and  

 tape does not fall freely in well;  

 well screened across multiple model layers;  

 and wells with a single water level measurement.   

A weight factor of 0.7 was applied to water level elevation records with a single condition.  
However, in the case that more than one condition applied to a water level elevation 
record, the cumulative weighting factor was assigned as 0.5.  Data without quality issues or 
multi-layer screens were given a weight of 1.  It is possible for a given well to have water 
level elevation records with varying weights.  However, most records have a weight of 1.  
Within the target dataset, 1,739 records from 717 wells have a weight of 0.7; 585 records 
from 569 wells have a weight of 0.5; and 16,282 records from 707 wells have a weight of 1.  

Although the target dataset set consists of 18,606 water level elevation records, the model 
targets consist of 18,421 water level elevation records.  Water level elevation records were 
averaged for the 1980 steady-state stress period for each well, resulting in 185 less records 
for calibration.  The water level elevation records with target weights and aquifer type 
designation are shown on Table 3.2-1.   

3.2.2 Simulated Versus Observed Heads 

Table 3.2-2 shows the summary for weighted head calibration statistics for the steady-state 
model representing 1980 conditions, and for the steady-state model representing 2013 
conditions.  The residual mean of 5.97 is relatively close to zero, indicating a good 
calibration and no overall bias in the calibration.  The absolute residual mean was 30.83 
feet and the RMS error was 44.91 feet.  Table 3.2-3 shows the summary for weighted head 
calibration statistics for the transient simulation period for 1980 through 2013 conditions.  
The residual mean of -9.10 feet is slightly negative indicating simulated water level 
elevations are slightly higher than observed overall.  However, given the large range of 
water level elevation measurements of 901.4 feet, the residual mean is relatively close to 
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zero, indicating a good calibration.  The absolute residual mean was 47.05 feet and the RMS 
error was 70.0 feet.  The standard deviation of 69.4 feet is less than 10% of the range of 
observed values, indicating a good calibration.  Table 3.2-4 shows the summary for the 
weighted head calibration statistics for the transient simulation period for 1980 through 
2013 conditions for each model layer.  The Upper, Middle, and Lower Wilcox (model layers 
7, 8, and 9) calibration statistics indicate these layers have the best calibration.  The Queen 
City Sand (model layer 4) calibration statistics indicate this layer has the worst calibration 
as simulated water level elevations are higher than observed.  The Queen City Sand is 
between two aquitard layers.  The steady-state and transient error statistics are less than 
10% of the range of observations which is generally considered a reasonably good 
calibration.  This number could not be improved further considering all the uncertainties in 
pumping and water level measurement locations discussed in Sections 2.7 and 3.2.1 
respectively.  All residuals are computed as observed minus simulated metrics.  Thus 
positive residuals indicate that simulated water levels are lower than observed, while 
negative residuals indicate that simulated water levels are higher than observed.  

A transient 1980 through 2013 simulation was performed for this domain using the 
MODFLOW-NWT code, with the 1-mile by 1-mile parent grid and parameterization from 
the calibrated model.  This simulation was performed to evaluate the impact of coarser 
discretization on the calibration metrics.  The residual mean was -7.9 feet, the Absolute 
Residual Mean was 48.1 feet, and the RMS error was 70.8 feet which are all similar to the 
respective values in Table 3.2-3.  This indicates that the finer discretization did not affect 
calibration given the coarseness of pumping estimates even though it provides finer 
resolution around the stream locations, to better capture riparian head values and the 
stream-aquifer interaction.  

Figure 3.2-8 shows the observed versus simulated water levels for the steady-state 1980 
and 2013 conditions while   Figure 3.2-9 s and Figure 3.2-10 separate this information into 
confined and unconfined water levels.  The left panel shows the 1980 regression plot while 
the right panel shows the 2013 regression plot.  For the steady-state conditions, the results 
tightly surround the best-fit line with no noticeable bias across the range of observations.  
The regression coefficient (R2) for the three plots are all greater than 0.9, indicating a good 
match between observed and simulated water levels for both confined and unconfined 
conditions.  

Figure 3.2-11 shows the regression plot of observed versus simulated water levels for the 
entire 1980 through 2013 transient simulation period.  Figure 3.2-12 shows the confined 
water level regression plot and Figure 3.2-13 shows the unconfined water level regression 
plot for the 1980 through 2013 simulation period.  The 1980 through 2013 simulation 
results tightly surround the best-fit line with no noticeable bias across the range of 
observations.  The regression coefficient (R2) for the three plots are all greater than 0.9, 
indicating a good match between observed and simulated water levels of the transient 
simulation for both confined and unconfined conditions.  Figure 3.2-14 shows the 
unconfined water levels for the 1980 through 2013 simulation period and categorizes the 
unconfined targets as those outcropped and those overlain by the Quaternary Alluvium 
(model layer 1).  There is no bias noted for unconfined targets outcropped or those 
overlain by Quaternary Alluvium.   
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Figures 3.2-15a through 15c show the observed versus simulated water levels for the 1980 
through 2013 simulation period for each aquifer layer.  The regression coefficient (R2) for 
the plots range from about 0.84 to 0.99, indicating a good match between observed and 
simulated values in all layers.  The Queen City Sand (Layer 4) showed the poorest match 
with a regression coefficient of 0.84 while all other aquifer layers had regression 
coefficients above 0.95.  

3.2.3 Spatial Distribution of Residuals 

The spatial distribution of head residuals for the 1980 through 2013 simulation period are 
shown on Figure 3.2-16.  The residual values plotted are an average of all residuals (from 
1980 to 2013) at each well.  Target wells without quality control issues, with an average 
weight of 1 are shown; these are 541 of the 1,797 total targets used for model calibration.  
Residuals at these wells range from -249 to 257 feet.  The largest cluster of negative and 
positive residuals occur in Rusk, Smith, and Van Zandt Counties indicate that these could 
possibly be resolved by a finer resolution on sand and clay categorization to give 
heterogeneity at a finer scale or better definition of pumping locations than that 
implemented from the previous GAM (Intera, 2004).  These counties also have high 
pumping rates as shown on Figures 2.7-2 through 2.7-7.  Negative and Positive residuals 
are evenly distributed across the model domain with no noticeable bias.  

3.2.4 Water Level Hydrographs 

Figures 3.2-17 through 3.2-23 show the observed and simulated hydrographs for select 
wells with observations spanning the simulation period from 1980 through 2013 within 
the various aquifer units.  Observed water level fluctuations are noted to be generally 
similar in frequency and amplitude.  Simulated water level elevations match well to 
observed in the Quaternary Alluvium (model layer 1), except for the well in Caddo County, 
where simulated water levels are than observed; also simulated water level fluctuations 
are higher than observed at the Caddo County well, as shown on Figure 3.2-17.  Simulated 
water level elevations in the Sparta Sand (model layer 2) are higher and lower compared to 
observed, depending on the location. However, fluctuations are of similar magnitude, as 
shown on Figure 3.2-18.  Simulated water level elevations in the Queen City Sand (model 
layer 4) are generally lower than observed to the north and higher to the south, but general 
water level trends and fluctuations match observed trends and amplitudes, as shown on 
Figure 3.2-19.  Simulated water level elevations in the Carrizo Sand (model layer 6) are 
generally lower than observed water level elevations, except for Cass County where 
simulated and observed water levels match well and Leon county where simulated water 
levels are greater than observed, as shown on Figure 3.2-20.  Simulated water level 
elevations in the Upper Wilcox (model layer 7) are generally lower than observed water 
level elevations, except for Sabine and Rusk Counties where simulated and observed water 
levels match well, as shown on Figure 3.2-21.  Frequency and amplitude of fluctuations are 
similar at most wells except the well in Leon County where simulated water level declines 
are smaller than measured.   Simulated water level elevations in the Middle Wilcox (model 
layer 8) generally match well to observed water level elevations, except for Camp county, 
where the simulated water levels do not follow the observed water level trend, as shown 
on Figure 3.2-22.  A better definition of increase in pumping through time in that area 
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would better match the observed decline in water levels during the simulation period.  
Simulated water level elevations in model layer 9 are higher than observed at some wells 
and lower in others, as shown on Figure 3.2-23.  The simulated water level elevations in 
Panola County show a dip in 2003 that is not shown in the observed data.  Appendix A 
provides water level hydrographs for target wells with no quality control issues (all water 
level elevations with a calibration target weight of 1) and also containing 30 or more 
observed water level elevations at the well.  

3.2.5 Simulated Water Levels 

Figures 3.2-24 through 3.2-32 show the simulated water level elevations in the 9 modeled 
layers, respectively, at the end of the simulation period in 2013.  Water level elevations 
show water flows generally to the southern boundary in all layers.  Model layer 1, 
representing the Quaternary Alluvium, reflects flow in the river channels, as shown on 
Figure 3.2-24.  Water level contours in deeper units show drawdown cones at pumping 
wells.  The northern portion of the Queen City sand shows numerous water level 
nonconformities Figure 3.2-28.  There is a large simulated cone of depression extending 
across Angelina and Nacogdoches Counties in the Carrizo Sand and Wilcox Aquifers (layers 
6 through 9), as shown on Figure 3.2-29 through 3.2-32.  Slightly smaller drawdown cones 
are noted in Smith County within the Carrizo Sand and Wilcox Aquifers (model layers 6 
through 9).  

Figures 3.2-33 through 3.2-41 show the change in water levels within each layer from 1980 
to 2013.  Generally, water level changes in the upper four layers, the Quaternary Alluvium 
(model layer 1) to the Queen City Sand (model layer 4), are small with most changes within 
10 feet and limited pockets of greater water level change such as in Wood County, as shown 
on Figures 3.2-33 through 3.2-36.  Generally, water level changes in the lower five layers, 
the Reklaw Formation (model layer 5) to the Lower Wilcox (model layer 9), are larger with 
a large area in the northern portion of the model, centered about Smith County and 
extending southward, showing groundwater levels decreasing up to 50 feet, as shown on 
Figures 3.2-37 through 3.2-41.  Another significant change in water level elevations occurs 
in Arkansas, in Miller County, located in the northernmost corner of the model.  In this area, 
groundwater levels decrease which are greater with depth, up to 500 feet of decrease in the 
Middle Wilcox (model layer 8), as shown on Figure 3.2-40.  The remainder of the model 
domain shows relatively stable water levels from 1980 to 2013.  There is a general area of 
groundwater mounding between 1980 and 2013 centered about Nacogdoches and 
Angelina Counties within the Reklaw Formation, Corrizo Sand, and Upper Wilcox (model 
layers 5, 6, and 7), as shown on Figures 3.2-37 through 3.2-39, with largest rebound of over 
60 feet in the Carrizo Sand (model layer 6). 

Figures 3.2-42 through 3.2-47 compare simulated groundwater level elevation contours 
from the end of the model simulation period, 2013, to the Conceptual Model groundwater 
level elevation contours using 2015 data previously presented in the Conceptual Model 
Report (Montgomery and Associates, 2018).  The Conceptual Model Report used observed 
data to interpolate the 2015 groundwater level elevation surface.  The 2015 groundwater 
level elevation surface for this discussion is referred to the observed groundwater level 
elevations.  Comparisons are provided for the Sparta Sand, Queen City Sand, Carrizo Sand, 
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and Wilcox Aquifer (model layers 2, 4, 6, 7, 8, and 9).  Even though comparisons are made 
between 2013 modeled conditions and 2015 observed conditions there is minimal change 
in average water level conditions between the two years.  

The Sparta Sand (model layer 2) conceptual contours are uncertain over much of the layer, 
as indicated on Figure 3.2-42 using dashed lines.  Generally, 2013 simulated groundwater 
level elevations are consistent with the elevations of the observed 2015 water level surface 
with similar gradients pointed in the southward direction.  The Queen City Sand (model 
layer 4) 2013 simulated and 2015 observed groundwater contours are similar, and both 
show southward flow, as shown on Figure 3.2-43.  The 2015 observed pumping centers 
near Wood and Cherokee Counties are not clearly present in the 2013 simulated contours, 
however, the two-year time difference between the observed and simulated contours may 
account for some of these differences.  The Carrizo Sand and Upper Wilcox (model layers 6 
and 7) observed and simulated contours match more closely in terms and both show 
pumping centers in Nacogdoches and Smith Counties with elevations of similar values, 
showing flow to the south, as shown on Figures 3.2-44 and 3.2-45.  

The Middle and Lower Wilcox (model layers 8 and 9) 2015 observed contours are 
uncertain in the south portion of the model, as shown on Figures 3.2-46 and 3.2-47.  In the 
Middle Wilcox (model layer 8), the 2013 simulated contours show similar features as the 
2015 observed contours, including an elevation trough in the southern portion of the 
model, pumping in Smith County, and areas of groundwater mounding in Rusk and 
Harrison Counties, shown on Figure 3.2-46, though a cone of depression indicated by data 
in Cass County was not simulated.  The Lower Wilcox (model layer 9) 2013 simulated 
contours show details such as areas of pumping and areas of groundwater mounding not 
captured in the 2015 observed contours, however, most of the 2015 contours are uncertain 
in the Lower Wilcox within the model domain, as shown on Figure 3.2-47.  

3.3 Model Simulated Versus Measured Baseflow 
Surface-water/groundwater fluxes were used to constrain the model.  The major rivers in 
the model domain were simulated with the RIV package as described in Section 2.9.  
Figures 2.9-1 through 2.9-5 show the annual flows at stream gages located on the major 
rivers in the model domain, which include the Trinity River, Neches River, Sabine River, Big 
Cypress Creek, and Sulphur River.  The flow difference between stream gages was 
calculated at select river segments with unmanaged flows.  A positive difference in flow 
signifies the river is gaining along the reach, and a negative difference in flow signifies the 
river is losing along the reach.  The rivers simulated in the model are primarily gaining 
streams.   

Measured stream gage data was used to evaluate simulated surface-water/groundwater 
fluxes.  However, since the model does not simulate surface water flow, the flux between 
river and groundwater was evaluated qualitatively.  Figure 3.3-1 shows the simulated flux 
between the simulated rivers and the groundwater in the model domain.  A negative flux 
value indicates a gaining reach and a positive flux value indicates a losing reach.  Most of 
the reaches shown on Figure 3.3-1 are gaining, which matches measured gage data, as 
shown Figures 2.9-1 through 2.9-5.  In addition, the simulated water budget for river inflow 
and outflow was evaluated.  Figure 3.3-2 shows the inflow from the river boundary 
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condition, outflow to the river boundary condition, and net river gain.  The inflow from the 
river boundary condition, which represents water flowing from the river boundary 
condition into groundwater, is flat during the simulation period, with an average of 
approximately 38,000 acre-feet per year (acre-feet/year).  The outflow to the river 
boundary, which represents water flowing from groundwater into the river boundary 
condition, varies during the simulation period, with an average of approximately 260,000 
acre-feet/year.  The net flux from the groundwater to the river boundary condition average 
of approximately 222,000 acre-feet/year.  Measured stream gage fluxes cannot be directly 
compared to simulated fluxes, as measured stream gage data is not measuring base flow.  
However, the measured and simulated river flux both result in gaining stream conditions.  

3.4 Model Simulated Water Budgets 
The water budget for steady-state 1980 simulation is show in Table 3.4-1.  The largest 
inflow in the model domain (besides internal flow between layers) is recharge contribution 
in all layers and especially within the Quaternary Alluvium (model layer 1).  Simulated 
rivers contribute a minor amount of inflow into the Quaternary Alluvium (model layer 1) as 
does the GHB into the Sparta sand and Carrizo Sand (model layers 2 and 6).  Within the 
1980 simulation, the largest total outflows (besides internal layer outflows) are to the 
simulated rivers in the Quaternary Alluvium (model layer 1), followed by 
evapotranspiration and groundwater pumping.  Although total extraction of groundwater 
not the largest outflow for the steady-state 1980 simulation period, it is the largest outflow 
in the Carrizo Sand and Wilcox Aquifers (model layers 6, 7, 8, and 9). 

The water budget for the transient simulation from 1980 through 2013 is shown in Figure 
3.4-1 and summarized in Table 3.4-2.  The largest model inflows and outflows are similar 
to those in the steady-state 1980 simulation.  Inflows and outflows are dominated by 
recharge for inflow and rivers and evapotranspiration for outflow.  Within individual 
layers, outflow was dominated by groundwater extraction in the Carrizo Sand and Wilcox 
Aquifers (model layers 6, 7, 8, and 9).  Storage provided a negligible amount of inflow and 
outflow across the model. 

Figure 3.4-1 shows how the water budget fluctuates during the simulation period.  
Recharge (inflow), is the largest component in the model water budget, and showed the 
greatest changes year to year.  Recharge over time did not display a noticeable trend from 
1980 to 2013 although recent drought conditions were reflected as an extended period of 
decreasing flux (2004 to 2012).  River and evapotranspiration (outflows) showed some 
variability with time.  Drought conditions were also reflect in the river and 
evapotranspiration water budget components with declining flows between 2004 and 
2012.  Groundwater extraction did not vary significantly year to year but showed an 
increasing trend from 1980 to 2013.  Other inflow and outflow components were generally 
consistent across the model time interval and generally smaller in magnitude. 

4.0 Sensitivity Analyses 
A sensitivity analysis was conducted on the calibrated model to determine the impact of 
conceptual or parameter changes to the calibration results.  The current section discusses 
the sensitivity analyses to calibration.  
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4.1 Procedure of Sensitivity Analysis 
Sensitivity analyses were performed to evaluate the effects of hydraulic conductivity, 
pumping, recharge, evapotranspiration, and specific yield.  Both transient and steady-state 
analyses were performed to evaluate parameters that have a high impact on calibration.   

Evaluation of sensitivity was qualitative for the transient 1980-2013 model sensitivities. 
The parameters tested were evaluated by comparing water level hydrographs from the 
sensitivities to the calibrated model and observed values.  The evaluated 
parameters/stresses included: a no-pumping case, a simulation with constant recharge, 
and a sensitivity simulation on the specific yield value. 

Evaluation of sensitivity was quantitative for the two-period steady-state model sensitivity 
analyses.  Recall that the two stress periods reflect 1980 and 2013 stress conditions.  The 
evaluated parameters included: hydraulic conductivity, recharge, evapotranspiration, and 
pumping.  For these sensitivities, the parameter values were raised and lowered by 
prescribed factors and the change in model calibration errors were evaluated for each case. 
These parameters were then categorized into high, medium and low sensitivity groups 
considering the change in the calibration statistics resulting from the change in the 
parameter value.  The possible “sensitivity types” are defined by ASTM (1994, 2000) and 
are used for uncertainty evaluations of the predictive analyses.  The sensitivity types 
categorize how parameters change the model calibration versus changing the model 
predictions and are as follows:  

Type I sensitivity is defined for parameters that cause insignificant changes to the 
calibration residuals as well as to model conclusions/predictions of interest.  Type I 
sensitivity is of no concern because regardless of the value of the input, the prediction is 
also insensitive.  

Type II sensitivity is defined for parameters that cause significant changes to the 
calibration residuals but are not sensitive to model conclusions/predictions of interest.  
Type II sensitivity is of no concern because the prediction is not sensitive to the calibration.  

Type III sensitivity is defined for parameters that cause significant changes to the 
calibration residuals as well as to the model conclusions/predictions.  Type III sensitivity is 
of no concern because even though the model’s predictions change as a result of variation 
of the input variable value, the calibration residuals are also sensitive, and the model 
becomes uncalibrated as a result.  Thus, model calibration ensures that the predictions 
considered are appropriate for the modeled system.  

Type IV sensitivity is defined for parameters that cause insignificant changes to model 
calibration residuals but significant changes to the model predictions.  Type IV sensitivity is 
of concern because over the range of that parameter in which the model can be considered 
calibrated, the conclusions/predictions of the model can change.  Additional data collection 
for such parameters can help narrow the band of uncertainty in the prediction.  

Based on the model calibration statistics alone, parameters with low residual mean, 
absolute residual mean head, or RMS error were categorized as possible Sensitivity Type I 
or IV.  Parameters with high residual mean, absolute residual mean head, or RMS error 
were categorized as possible Sensitivity Type II or III.  Following the completion of 
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predictive model simulations, if parameter changes result in large prediction changes, 
parameters of Type I or IV will be classified as Type I and those with small prediction 
changes will be classified as Type IV.  The Type IV sensitivity indicates that predictions 
would be more accurate for better estimates of that parameter even though the parameter 
may not affect calibration.  

4.2 Results of Sensitivity Analysis 
For parameters evaluated using the two-period steady-state model, the sensitivity model 
statistics, absolute residual mean head, the residual mean head, and the RMS head error, 
were compared to the calibrated steady-state model.  The absolute residual mean head and 
residual mean head indicate sensitivity of the residuals to the parameter value showing 
whether the heads have overall increased or decreased as a result of the parameter change.  
The RMS head error sensitivity indicates how the spread in observed versus modeled 
water levels has changed.   

For parameters evaluated using the transient model, the evaluation of sensitivity utilized 
groundwater hydrographs.  Detailed discussions of each parameter evaluation are 
provided below.  

4.2.1 Sensitivity to Aquifer Hydraulic Conductivity Parameters 

Sensitivity of the model calibration to hydraulic conductivity values of the various geologic 
units was evaluated for the two-period steady-state model.  The transient time periods 
were not considered as they do not add to the evaluation.   

The parameter sensitivity study was conducted by using the automated sensitivity analysis 
option in Groundwater Vistas Version 7.24 (Rumbaugh and Rumbaugh, 2020).  The 
automated sensitivity evaluated the stead-state model while adjusting hydraulic 
conductivity one layer at a time.  The sand and clay hydraulic conductivities for each layer 
were evaluated individually as separate simulations.  For each layer, sand and clay 
hydraulic conductivity values were multiplied by factors of 0.3, 0.7, 1.3, and 1.7.  The 
factors of 0.3 and 1.7 represent a 70% reduction and increase in the hydraulic conductivity, 
while the factors of 0.7 and 1.3 represent a 30% reduction and increase in the hydraulic 
conductivity.  The automated sensitivity analysis calculated the calibration statistics for 
each parameter change and compiled the results in the autosens.out file.   

Most model layers were not sensitivity to changes in sand or clay hydraulic conductivity; 
however, those that were showed various degrees of sensitivity.  Figures 4.2-1 and 4.2-2 
show the absolute residual mean for the hydraulic conductivity sensitivity and Figures 4.2-
3 and 4.2-4 show the RMS head error for the hydraulic conductivity sensitivity.  For the 
sand sensitivities, which generally control the horizontal hydraulic conductivity, the Middle 
Wilcox (model layer 8) had the greatest sensitivity, followed by the Lower Wilcox (model 
layer 9), as shown on Figures 4.2-1 and 4.2-2.  The Queen City Sand (model layer 4) showed 
a slight improvement in model calibration with a decrease in sand hydraulic conductivity.  
The remaining layers showed little to no sensitivity to increases or decreases in the sand 
hydraulic conductivity.  For the clay sensitivities, which generally control the vertical 
hydraulic conductivity, the Upper Wilcox (model layer 7) had the highest sensitivity, 
followed by the Middle Wilcox (model layer 8) and Reklaw Formation (model layer 5), as 
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shown on Figure 4.2-3 and 4.2-4.  The remaining layers showed little to no sensitivity to 
increases or decreases in the clay hydraulic conductivity.   

Table 4.2-1 categorizes the sensitivity simulations into low, medium and high sensitivity 
values.  Parameters with low, medium, or high sensitivity to calibration based on the 
absolute residual mean head and RMS error were categorized as possible Sensitivity Type 
II or III.  These included the sand hydraulic conductivities for the Queen City Sand, the 
Middle Wilcox, and the Lower Wilcox (model layers 4, 8, and 9), and the clay hydraulic 
conductivities for the Reklaw Formation, the Upper Wilcox, and the Middle Wilcox (model 
layers 5, 7, and 8).  The remaining layers showed little to no sensitivity to increases or 
decreases in the sand or clay hydraulic conductivity values and were therefore categorized 
as possible Sensitivity Type I or IV.   

4.2.2 Sensitivity to Model Stresses Using the Two-Period Steady-State Model 

The sensitivity of the model calibration to recharge, evapotranspiration, and groundwater 
pumping was evaluated to note the impact of variations of these parameters on the 
calibrated model.  These sensitivity analyses were conducted using the two-period 1980 
and 2013 steady-state model.  In addition, the transient model was used to evaluate the 
effect of no pumping and of constant recharge on simulated water level elevations.  

For each steady-state sensitivity analysis, the stress values were multiplied by factors of 
0.3, 0.7, 1.3 and 1.7 to note the impact on calibration errors.  The factors of 0.3 and 1.7 
represent a 70% reduction and increase in the respective flux values, while the factors of 
0.7 and 1.3 represent a 30% reduction and increase in the respective flux values.  

The mean head residual and the RMS head error were evaluated to establish model 
behavior.  The mean head residual indicates sensitivity of the residuals to the parameter 
value showing whether the heads have overall increased or decreased as a result of the 
parameter change.  The RMS head error sensitivity indicates how the spread in observed 
versus modeled water levels has changed.  

Figure 4.2-5 shows the steady-state sensitivity to the mean head residual to recharge, 
evapotranspiration rate, and groundwater pumping.  Recharge has the largest impact on 
the mean head value computed at the target groundwater cells, while the 
evapotranspiration rate had the smallest impact.  

Figure 4.2-6 shows the steady-state sensitivity of recharge, evapotranspiration rate, and 
groundwater pumping to the RMS head error.  The largest sensitivity again was to 
recharge.  Evapotranspiration rate did not impact the RMS head error by any appreciable 
amount.  

Evapotranspiration showed no sensitivity as reflected in the residual mean and RMS error, 
which categorizes evapotranspiration as possible Sensitivity Type I or IV, as shown on 
Table 4.2-1.  Recharge and pumping resulted in high and medium sensitivity as reflected in 
the residual mean and RMS error, which categorizes these parameters as possible 
Sensitivity Type II or III, as shown on Table 4.2-1.  If predictive sensitivity simulations for 
evapotranspiration indicate large prediction changes, evapotranspiration will be classified 
as Sensitivity Type IV, indicating that predictions would be more accurate for better 
estimates of this parameter even though it may not affect the calibration.  It is further noted 
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that the model water level statistics were sensitive to recharge decreases but not to 
increases in recharge.  This is because baseflow and evapotranspiration fluxes increase to 
compensate, with only small increases in water levels.  

4.2.3 Sensitivity to Model Stresses Using the Transient Model 

The transient model was used to evaluate the effects of no pumping and constant recharge.  
The no pumping model in comparison to the calibration simulation indicates impact of 
pumping and their fluctuations on water levels.  The constant recharge model in 
comparison to the calibration simulation indicates impact of recharge fluctuations on water 
levels.  Figures 4.2-7 through 4.2-13 show the hydrographs at select wells for these 
sensitivity studies.  The transient model with no pumping generally results in increased 
water levels, which at a few observation wells, improved calibration, as shown on Figures 
4.2-7 through 4.2-13.  This could be indicative of pumping within the wrong layer at those 
locations.  In addition, the no pumping sensitivity resulted in dampened water level 
fluctuations at some of the observation wells.  The transient model with a constant 
recharge rate generally resulted in the same magnitude of water level elevations, but with 
dampened water level fluctuations at most of the observation wells and some showing no 
water level fluctuations.  Sensitivities reveal both pumping and recharge stresses 
contribute to water level fluctuations.  In general, unconfined aquifer water level 
fluctuations are primarily controlled by variations in recharge; and confined aquifer water 
level fluctuations are primarily controlled by variations in pumping rates, as shown on 
Figures 4.2-7 through 4.2-13. 

4.2.4 Sensitivity to Aquifer Storage Properties 

A sensitivity analysis was conducted to note the impact of aquifer storage properties on 
water level fluctuations in the domain.  Since the focus of this sensitivity was to evaluate 
water fluctuations and not calibration, the transient model was used, and the results were 
not categorized as ASTM sensitivity types.  To evaluate the effect of the specific yield, 
specific yield was increased from 0.0007 to 0.05 for the transient model.   

Figures 4.2-7 through 4.2-13 show the hydrographs at select wells for this sensitivity study.  
Water level fluctuations are generally dampened for the sensitivity simulation with 
increased specific yield, as compared to the calibrated simulation.  Within the model 
calibration results, most simulated water level elevations at unconfined and confined 
monitoring well locations exhibit this flattened response.  However, the general trends in 
the hydrographs for calibration and specific yield simulations are similar indicating the 
storage parameters are not very significant to the calibrated simulation.  Also, considering 
the annual time scale of evaluation for model stress periods, water level fluctuations are 
generally more dampened due to dampening of peak stresses into average values. 

5.0 Modeling Limitations 
Several simplifications, assumptions, and approximations have been made in developing 
the Northern QCSCW model.  Representation of the domain by discrete finite-volumes, 
approximation of groundwater flow by the continuity equation and Darcy’s Law, and 
approximation of the various boundary conditions and stresses by steady-state or annual 
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average conditions create an idealized representation of the flow system.  This enables 
regional evaluations at long time-scales (of years to decades), but such an idealized system 
contains inherent divergence from actual conditions though the effect of these differences 
can be assessed.  Errors are also associated with mesh design, aquifer or boundary 
geometry or areal extent, and the configuration of hydrologic components 
(conceptualization errors).  These errors were minimized during model development and 
further evaluated and reduced during model calibration and sensitivity analysis as 
described below. 

Data that is incorporated into a model may be incomplete, may contain errors, or may be 
incompatible with the modeled spatial and temporal scale.  Possible measurement errors 
were accounted for in this model by using a lower calibration weighting when these errors 
were discernable.  Also, water levels that are measured instantly may be compared to 
simulated water levels that result from annual stress periods.  Pumping information from 
the conceptual model derived from TWDB databases were also incomplete causing model 
limitations.  The calibrated model used pumping information derived from the previous 
GAM (Intera, 2004) which lumped pumping into the large model grid centers.  This also 
affected the model calibration and therefore sensitivity analyses of this stress were 
conducted to evaluate its significance.  Better transient pumping information can provide 
better transient calibrated water level responses; however, automatic calibration methods 
applied to pumping transients were not effective in resolving the data due to 
low/moderate sensitivity.  

A groundwater flow model requires that the entire domain be appropriately 
parameterized. Although information exists on general aquifer characteristics, and more 
detailed sand fraction distributions were available for the geologic units, detailed 
hydrologic characterization is not possible except by extrapolating information from areas 
where data is available.  This lack of hydrogeologic information can introduce uncertainty 
and errors in model results, especially in complex systems such as the Northern QCSCW.  
Also, the hydraulic averaging formulas applied to determine horizontal and vertical 
hydraulic conductivities from sand and clay fractions may contain errors causing further 
limitations to the model.  Sensitivity analyses helped to quantify the impact of these sand 
and clay fraction data and hydrogeologic averaging approaches. 

The spatial resolution of the model was set to provide a regional evaluation of groundwater 
flow with refined discretization around surface-water features to capture the 
groundwater/surface-water interaction in a detailed manner.  The temporal resolution of 
the model was set to annual stress periods for recharge, pumping, and boundary flows for 
long-term planning purposes.  Annually average stresses were calibrated to all available 
water levels and therefore it is also assumed that the calibration is representative 
considering the different time scales of water level data and simulated stresses.  

The model limitations further include uncertainty in predictions.  Predictive sensitivity 
analyses should also be conducted with predictions of significance, to evaluate the impact 
of parameter variations on the prediction.  Categorizing the predictive sensitivities along 
with calibration sensitivities as per ASTM (1994, 2000) provides further information on 
the significance of data to the predictions.  
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6.0 Summary and Conclusions 
The northern QCSCW has been updated to simulate impacts of groundwater pumping on 
groundwater resources in northeast Texas.  The large model domain, complex geology, fine 
resolution, inconsistent pumping data, water level elevation quality control issues, and the 
33-year time frame proved challenging and contributed to the considerable computational 
effort and model uncertainty.   

Modeling challenges were addressed by selecting a robust and flexible software to best 
alleviate the computational burdens and still provide results at the scale of the modeling 
objectives.  The MODFLOW 6 groundwater flow model was used for the simulations with 
the Groundwater Vistas graphic user interface (GUI).  The numerical model was built in 
accordance with the conceptual model and consisted of 9 model layers to represent the 9 
hydrostratigraphic units of interest, consisting of the Quaternary Alluvium, Sparta Sand, 
Weches Formation, Queen City Sand, Reklaw Formation, Carrizo Sand, and Wilcox Aquifer 
(Upper, Middle, and Lower).   

The model simulation consisted of a steady-state period representing 1980 conditions 
followed by transient conditions from 1981 through 2013 using annual stress periods for 
recharge and pumping.  The steady-state 1980 period was simulated using average aquifer 
conditions.  

The model calibration was guided by available data.  Quantitative and qualitative metrics 
were implemented in evaluating representativeness of the model.  Observed water levels in 
wells and groundwater to surface water flow estimates were used to constrain the model.  
Calibration statistics show the model was well calibrated for the spatial and temporal 
scales of investigation.  Mass balance errors were negligible, and water fluxes at the various 
boundaries into and out of the domain were reasonable and consistent with the conceptual 
model.  Qualitative comparison of estimated conceptual groundwater elevation contours to 
simulated contours confirm that the calibration matched observed conditions across the 
model domain.  

Sensitivity analyses were conducted on the calibrated model to evaluate impact of 
parameter uncertainties and variations in boundary fluxes.  Parameters evaluated were 
storage, hydraulic conductivity, recharge, evapotranspiration, and groundwater pumping.  
The model proved to be sensitive to pumping.  A better estimation of pumping changes 
through time would have provided better transient calibration to water level changes.  As 
data collection continues and the conceptual model is improved, the uncertainties 
associated with the model can be reduced. 

A predictive model was developed for the period 2014 through 2080.  Predictive 
simulations are summarized in Appendices B, C, and D.  Predictive simulations were 
conducted to evaluate the impact of baseline pumping and average recharge and are 
discussed in Appendices B, C, and D.  The predictive simulations found that the 
groundwater model does not show unreasonable continual increases in water level 
elevations as the previous Groundwater Availability Model had done.  Since pumping and 
recharge values were held constant across the model for all counties, local variabilities in 
pumping were not accounted for, nor variability in other model parameters which were 
held constant through 2080.  Predictive modeling from 2014 to 2080 using these various 
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conditions showed that drawdown at Groundwater Management Area 11 counties may be 
significantly affected by the chosen baseline pumping or average recharge.  However, these 
predictive county-model layer drawdown charts may still be useful in guiding the Joint 
Planning Process and development of desired future conditions. 

7.0 Future Improvements 
A groundwater flow and transport model of Northern QCSCW GAM was developed in this 
project using the MODFLOW 6 software.  Use of oct-patch grids facilitated providing finer 
resolution to the numerical discretization near surface-water features to accurately 
capture the interactions.  Pinch-outs and outcrops were handled in a geologically 
consistent manner.  The Groundwater Vistas GUI was used to develop the model.  Multiple 
calibration metrics were used to constrain the model.  The groundwater flow model 
generally depicts conditions within the domain during the 1980-2013 simulation period for 
annually averaged stress conditions.  

There were several challenges overcome by this study.  A regional domain was simulated 
with sufficient resolution of the solution near surface-water features by use of oct-patch 
grid refinement which provides resolution horizontally as well as vertically near to the 
river.   

Further research suggested by this work includes:  

 A further evaluation of sand fraction distributions along with hydraulic conductivity 
data for the Quaternary Alluvium, Carrizo Sand, Weches Formation, and Reklaw 
Formation would improve calibration, as there were no sand fraction data for these 
units and a uniform sand fraction was used; 

 Improved pumping estimates, as there were clear data errors in the provided 
pumping estimates and calibrating the pumping rates proved to be impractical; and 

 More reliable water level elevation data and well construction data to better 
correlate observed water level elevation data to the hydrostratigraphic units these 
data represent.  

 More processing, QA and refinement of the water level data using data science 
techniques to associate water level fluctuations among different wells (evaluate 
clustering) to identify proximity, a common dominant aquifer unit, or other 
connections between well locations such as conduits or displaced geologic layering 
across fractures.  

 More processing of data using data science techniques to associate pumping 
stresses and their associated hydrogeologic units to water level drawdowns for 
more reliable data, such that pumping data gaps can be filled where the data is 
inadequate.  
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